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Purpose and Intended Audience of this Document

D9.1 The User Requirements Specification forms a public deliverable and documents the
requirements of the user communities in the projébts is written to be of use to clinical
researchers, system designers, developers andamaist from within and outside of the
neuGRID consortium. If you wish to learn more abthe project at a high-level then
Sections 1, 3 and 4 will provide you with this.ol the other hand you are interested in the
more detailed aims and requirements of the neuGRiiastructure, then Section 5 covers
these aspects. Section 7 has been created prinf@rilyorkpackage leaders and developers
within the project and maps requirements to speaifeas and tasks.

Executive Summary

The aim of the neuGRID project is to provide a dfsendly grid-based e-infrastructure,
which will enable the European neuroscience comiyutd carry out research that is
necessary for the study of degenerative brain sésedn order to achieve this goal, clinical
researchers and computer scientists need to wgekher closely in order to determine the
features that the infrastructure will provide tadarsers. This is challenging because the two
communities are complex, have different terminasgand ways of working. Workpackage
nine (WP9) was designed specifically to bridge ¢fa@ between the various stakeholders
through a range of face-to-face meetings, teleploméerences and other activities in order
to produce an agreed User Requirements Specificdtcument that will drive the technical
design and implementation phases of the project.

Key Objectives of WP9:

» Conceptualisation: to establish a common language and models amaegs,u
developers and the system deployment teams.

» Elicitation: to gather the end-user and developer requirenvemith are essential for
the delivered software product to fulfil the cliaigyoals, the developers to understand
the use-cases in which the software will be usedjnderstand constraints posed by
legacy application and data.

* Abstraction: to represent the elicited and agreed requiremantthe established
conceptual framework.

* Documentation: to deliver a User Requirements Specification,t tlsa accurate,
reliable, complete and consistent. It will definaindtional, non-functional
requirements and technical specifications knowthigtstage and their relationship to
project objectives.

The requirements gathering process in neuGRID Bgasflied from enthusiastic support from
the clinical researcher community. The requiremeesn organised elicitation sessions at
FBF in Brescia, VUmc in Amsterdam and KI in Stockhaluring the initial months of the
project (please see Table 1 for further detailfi¢ Tain purpose of these meetings was to
work with researchers in order to identify the teat that were necessary during their day to
day work. This involved visiting research facilgiend interacting with as many of the



clinical researchers as possible in order to hbair tviews. During each of the visits
researchers presented their work and methods bfsssaBy bringing computer scientists and
clinical researchers together in this way, a commnugerstanding of the problem domain was
reached. The first series of planned meetings have been completed and have been most
productive in bridging the gap between system dgpazks and clinical researchers. Initially
meetings focused on the identification of some Héytel stories and usage patterns. As these
developed a range of use-cases were created andptiaitised. This provided a clear
framework on which more detailed individual requients could be based.

Date L ocation Content Attendance
2008-02- | Fatebenefratelli — Initial series of requirements ALL
04 Brescia, Italy meetings and technical

brainstorming on fundamentals of
neuGRID system

2008-03- | Karolinska Institute — Second series of requirements FBF, UWE,

15 Stockholm, Sweden | meetings MAAT,
PRODEMA, KI
2008-05- | VUmc — Amsterdam,| Third series of requirements FBF, UWE,
15 The Netherlands meetings and in person technical | MAAT,
brainstorming PRODEMA,
vVUmc
2008-09- | Fatebenefratelli — Fourth series of requirements FBF, UWE,
02 Brescia, Italy meetings. MAAT,
PRODEMA,
VuUmc

Table 1: Requirements meetings held during th&lnionths of the project.

A major output of WP9 was the development and mimadebf a group of stories which
illustrate the end-to-end use of the neuGRID infregure. This has been of benefit in terms
of describing the project and ensuring that impadrtammponents are not overlooked. This led
to a clear hierarchical conceptual framework bedemntified that linked high-level stories to
more finely grained use-cases and to individuarsusequirements. This approach and the
structure of the final user requirements specificatvere discussed and agreed to by project
partners during project meetings. It was decidet the primary focus should be on the
production of easily understandable models thatna@aningful to both clinical researchers
and software developers. The verification, pripation and refinement of the constructed
models has greatly benefited from the identifieksholders at FBF, VUmc and KI.

1. Introduction

Analysis of the project scope and context (and @ated users’ requirements) is seen as an
essential component of neuGRID that will ensure mom understanding between the
clinicians and those responsible for IT researct davelopment from the outset of the
development stage. It guides the development psoce®lving multiple partners and will



assist the test phase of the delivered compon®&8sl User Requirements Specification

describes the requirements that need to be métdquroject to achieve the goals described in
the project proposal. It documents the scope optbgect by reflecting the interests of all the

major actors. This document establishes a hiereatiset of requirements which takes into

account core project goals, the participating clams' views as well as constraints which
ensure that focus on innovation in the promisedsare maintained from the outset.

The major outputs from this deliverable are théofeing:

(i) An agreed form of expression (“language”) oé tboncepts, including but not limited to
textual and diagrammatic models.

(i) The set of prioritized functional and non-fuimmal specifications reflecting on the
requirements of both the end-users and developgmessed using the agreed conceptual
framework.

(iif) A commitment to and a plan for reviewing thiser Requirements Specification (URS)
document as the project progresses.

A hierarchical conceptual framework has been ccetitat links stories to more finely grained
use-cases and to the users requirements. It wadedetbat the needs of the project place the
main emphasis on producing easily understandablielmndhat are clear to both researchers
and software developers. This process began duheginitial meetings with clinical
researchers and discussions led to a set of stoeieg identified that spanned the problem
domain and allowed use-cases to be grouped ints arecommon purpose. Each story was
modelled and thoroughly analysed to define the gmuuse-cases that were present in it. At
this point the requirements team went through sgveycles of review with clinical
researchers, which resulted in a final frozen $eft@ries and use-cases that were agreed by
all the project partners. Figure 1 shows the inmguré of review loops during the
requirements gathering and within the wider syséaigineering process.
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Figure 1: The Requirements Engineering Procesgyénteken from [1].



The next stage in the requirements gathering psovess to make some initial decisions
regarding the priority of use-cases. It was cleaemthe scope and budget of neuGRID that
not all of the use-cases would be achievable duitiegcourse of the project. With this in

mind it was decided that use-cases should be pziedi using a variant of the MoSCoW

technique [2]. In this prioritization framework rdgements are assigned one of the following
levels of priority:

* M- MUST have this.

* S -SHOULD have this if at all possible.

* C - COULD have this if it does not affect anythigige.

e W -WON'T have this time but WOULD like in the fueur

The neuGRID prioritization framework is almost g@me as this, but for clarity and brevity it
was decided use-cases that definitely would notripgemented should be removed from the
specification. Use-cases that were not includethénfinal specification are recorded in the
minutes of the requirements meetings and will tloeeeremain accessible as the project
continues. It was also thought sensible to prizgituse-cases at this stage and in this way
because they would be used during the final remergs gathering stage as a foundation
upon which individual user requirements would builthe following levels of priority were
assigned to use-cases in the project:

» Essential (E): Those which are absolutely vitaltihe production of a functional
infrastructure.
* Desirable (D): Those that whilst not vital, wouldopide important functionality to
users.
e Optional (O): Those that might be useful but déhinhto the previous two categories
and will probably be the last to be implementehife / budget allows.

The prioritization of the use-cases was usefutimwating debate and helping developers get
acquainted with the requirements process that wedsrway. This also led to some additional
use-cases being identified and some even beingvenm®nce the final set of use-cases and
associated priorities had been agreed, they weeeifirand the concentration was placed on
the gathering of individual user requirements. Tdreject as a whole felt that clinical
researchers should play an active part in writimg part of the specification. Therefore an
initial draft was circulated by the workpackagedeaand this was then built upon by the end-
users at FBF, Kl and VUmc. This process was basenhdividual use-cases as a means of
focusing in greater detail on smaller aspects efdisstem. For each uses-case the relevant
user requirements were identified and describe@. dlimical researchers responded well to
this task and produced a very comprehensive listumtional and in some cases even non-
functional requirements.

In preparation for this deliverable the next stagas to take the final list of agreed
requirements and assign them each an initial le¥/griority, in the same way as the use-
cases had been prioritized earlier. In this respleetpriority of the parent use-case from
which a requirement came was a useful indicatotheflevel of priority that it should be

given. That being said it was reasonably commorséone requirements to be given a lower



priority than their parent use-case. This was aaffgdrue for use-cases that had several
requirements attached to them. The priorities liaate been assigned during this phase of the

order for workpackage leaders and system desigoebetter understand how the current
requirements and priorities may impact their wa, initial mapping between requirements
and workpackages has been produced in Sectiontifisotlocument. These will be revised
and finalized during Task 9.5 in months 22-26 &f pinoject.

2. Glossary of Terms Used

This section lists and briefly describes some céhand technical terms that are subsequently
used in the following sections of the document.

A
Actor An indicative group of users or stakeholdara system.
Acquisition A Medical facility staffed with a clinical investgor (MD) qualified for
center performing clinical research. The center/site wtbkeemedical images and/

medical parameters are acquired.

Administrator

A role in a computer system, whicls ltmmplete privileges to perform a
action permitted without any restrictions.

ADNI Protocol

Set of roles which define the acquisi of the MR imaging sequenc
according to the Alzheimer Disease Neuroimagingative (ADNI).

Algorithm

A step-by-step problem-solving procedure.

Anonymization | The process removing or obfuscatmfgrmation from data which could bhe

used to identify the concerned person or source.
B

Bandwidth The maximum throughput, in bits per seb@f a physical communicatign

path in a digital communication system.
C

Clinical Data or measurements collected from clinical bimalgsources, which are

Biological Data | commonly stored in files or databases.

Cortical Cortical Thickness refers to the quantitative measent of the thickness of

Thickness the human cerebral cortex.

Core Lab Center that collects data from varioususstipn centers and checks fpr
commitment to a given scan protocol, image qualitg completeness of the
acquired images. The DACS (Data Archiving and Cotimg Site) is
synonymous with this concept.

D

Data Model An abstract model that describes howa da represented, stored and
accessed.

Data The process of inputting new data to a data store

Registration

Data Store A repository where data is stored.

Dependencies

In workflows or pipelines, dependencefer to the tasks which provi
input data to a specific task.

DICOM

The Digital Imaging and Communications in digne (DICOM) is al

standard for distributing and viewing almost anydof medical image.




|

Download

| The process of copying remote data twal ldata store.

y

E
Ethical Guidelines required to be considered for aspedisreceligibility.
Compliance
F
Face An anonymization technique which obfuscates faeiatures of an image
Scrambling
Field A disturbance of the field homogeneity, becausemafgnetic materiall,
Inhomogeneities technical problems or scanning at the edge of igld.f
fMRI Functional Magnetic Resonance Imaging (fMRd)ai type of specialized MR
scan. It measures the haemodynamic response rédatediral activity in the
brain or spinal cord of humans or other animalg tine of the most recent
developed forms of neuroimaging.
Functional Psychiatric Rating Scales for dementia evaluation.
Assessment
Questionnaire
Total Score
G

GDScale Tota
Score

Psychiatric Rating Scales for dementia evaluation.

Global CDR

Psychiatric Rating Scales for dementelueation.

Gradwarp

A system specific correction of image gewyndistortion due to gradient
non-linearity.

Grid Computing

A form of distributed computing, whethe system is created by forming a
virtual organization over geographically distribditbeterogeneous cluster
Grids can be both data centric and computatiorriceirt a data centric Grid,
geographically distributed heterogeneous data ssuace linked, and users
can access and use data irrespective of locatitrei®rid. A Compute Grid,
is a Grid which unifies the processing capabilitiestributed in
heterogeneous sites.

GUI (Graphical
User Interface)

A graphical user interface (GUI) is ahuman-computmterface thaf
uses windows, icons and menus and which can bepuiated by a mouse.

O

to

al
=

Image In the context of neuGRID, an image is a MRin scan.

Image The process of acquiring a scan from a patient.

Acquisition

Image The process of removing or obfuscating featuresifem image, in order t

Scrambling anonymize it.

Inter-Slice Artifacts consisting in the misalignment betweewr2more slices within a

Movement stack and/or movement within a slice.

L

Linux An Open Source Computer operating systemilairto Microsoft Windows
Mac OSX, Unix etc

LONI The Laboratory of Neuro Imaging (LONI) is asearch centre dedicated
studying the relationship between brain structurd function using imag
data. It is based at the University of Califorriias Angeles

LORIS The LORIS system (On-line Research Imagingt&w, formerly NeuBase)

was originally implemented for the collection, mgement, and processing
of the imaging data acquired in a multi-centre A&lnher's Disease projegt




\ | (AddNeuroMed.)
M
MMSE  Total| The mini-mental state examination (MMSE) is a b86fpoint questionnaire
Score test that is used to screen for cognitive impairtmins commonly used in
medicine to screen for dementia. (source:
http://encyclopedia.thefreedictionary.com/Mini+MakiState+Examination )
Modality Modality is used to describe the variolasses of imaging devices used,| to
image the internal structures of object. The magadi mostly differentiated
by the physics used to create the image. For exaipignetic Resonange
and Computed Tomogrphy are different modalities. oulse
http://www.angelfire.com/co2/whatdicom/yong.html.This includes the
various types of equipment or probes that are tsetquire images of the
body.
Modified Psychiatric Rating Scales for Dementia evaluation.
Hachinski Total
Score
MRI Magnetic resonance imaging (MRI) is a medicalaging technique most
commonly used in radiology to visualize the stroetand function of the
body. MR imaging uses a powerful magnetic field amn the nucleaf
magnetization of (usually) hydrogen atoms in waier the body.
Radiofrequency fields are used to systematicaligrdhe alignment of this
magnetization, causing the hydrogen nuclei to pceda rotating magnetic
field detectable by the scanner. This signal cambaipulated by additional
magnetic fields to build up enough information tmstruct an image of the
body.
N
Non-uniformity | Non-uniformity Correction: A mathematical methodr fthe automatid
Correction procedure that reduces residual intensity non-umity due to the wave qar
the dielectric effect (source
http://www.fields.utoronto.ca/programs/scientifig/0
09/mathoncology/courses/3_FreqTransforms.pdf.)
NPI-Q Total | Psychiatric Rating Scales for Dementia evaluation.
Score
P
PDF The Portable Document Format (PDF) is a popuégr to store and transmit
electronic documents.
Platform- A property of a system, where the system is nditifigcoupled with 3
independence | specific platform.
Pipeline See definition for workflow.
Q
Quality Control | The process of ensuring that a aertsystem or product meets user
requirements.
Querying A computer language used to query data or infolwndtiom a data store.
Language
Quota An allotment of a certain share from a reseu(i.e. Disk quota, bandwith
guota.)
R
| Research Set | A set of brain scans which will eel@s input to a neuro-imaging pipeline.
S

10



Service An independent, self contained module 8eevice oriented Architecture. |It
provides a single functionality, which is exportad standardized interfaces
(WSDL) and communicates via standardized commuboitaprotocols,
mainly SOAP.

System The modification of a system to correct faultsiniprove performance, or to

Maintenance adapt the system to a changed environment or caegairements.

Service Service Oriented Architecture is an architecturectvluses loosely coupled

Oriented ad-hoc collection of independent services. Eachiceiis self contained and

Architecture provides a specific piece of functionality. Thisclatecture is popular in

(SOA) large-scale distributed systems, primarily becaiisés robust, scalable,
extensible and potentially resistant to failure.

SOAP Simple Object Access Protocol, a standardizeg¢ans of inter
communications between services and clients inA.SO

Source Code The human readable logic of a compubgram.

Story A high-level model of several user requiretaen

U

Upload The process of copying data from a locad d&dre to a remote data store.

User Lists of images collected by the neuGRID users.

Collections

Use-case An abstract model of a user requirement.

W

Webinar A webinar is a collaborative meeting, agaless to a seminar, where the
participants attend from remote locations linkedh®sy Internet.

Workflow The defined series of tasks within an arigation to produce a final outcome.

WSDL Web Service Description Language, the standeddmeans of describing

and exporting service functionality in a SOA.

3. The Actors In neuGRID

A key part in analyzing the requirements for angtemn is identifying the types of users that

will make use of it in some way. This allows thgugements team to ensure that they do not
miss out features that a small number of membetsma wider user community may desire.

By modeling the ways in which the Actors interadgthmthe system that is being designed, a
range of important conclusions can be drawn. Rraltyi speaking, this may mean ensuring

that representative members from each group of rAcéwe present during requirements

elicitation sessions and that they review any gpations that are produced. This Section

briefly describes the Actors that have been idieatiin neuGRID and gives some profiles of

projects members from within the neuGRID consortthat are members of these groups.

Research Leaders

Team leaders who need to monitor the progress,uresousage and perhaps distribute
research studies to a research team.

Example Profile

11



Dr. Frisoni is a Neurologist and Vice-ScientificrBetor of IRCCS-Fatebenefratelli Hospital
Brescia (Italy). His main research interests areu$sed on the exploitation of intensive
computational neuroanatomy algorithms in transhationeuroscientific research and in the
dissemination of new brain image analysis toolsclinical neuroscientists and clinical

physicians. He works with his team to carry outeegsh and communicate findings to the
wider community through publications and other $afig activities.

Example publications:

1. Frisoni GB et al. Neuroimaging tools to rate ioegl atrophy, subcortical
cerebrovascu. Ashburner J, Frisoni GB, et al., Qdetpassisted imaging to assess
brain structure in healthy and diseased brainscéaNeurol 2003;2:79-88.

3. Frisoni GB, et al., Detection of grey matterslas mild Alzheimer's disease with
voxel based morphometry. J Neurol Neurosurg Pstghi®02;73:657-64.

4. Frisoni GB, et al., In vivo neuropathology oethippocampal formation in AD: a
radial lar disease, and regional cerebral blood #md metabolism: consensus paper
of the EADC. J Neurol Neurosurg Psychiatry 2003t341-81.

2 mapping MRbased study. Neuroimage. 2006;32:104-10

5. Frisoni GB, et al., The topography of grey nratteyolvement in early and late
onset Alzheimer's disease. Brain. 2007;130:720-30.

Researchers

Individual members of the research team who wik meuGRID during their day-to-day
research work. These may interact with the systendifferent ways depending on their
experience and the nature of the research that aheycarrying out. Broadly speaking the
following groups of users has been identified:

Basic User

This group represents users who have a certaih dd\amputing expertise, but are mainly
content to use software as it was installed anchatenclined to customize environments to
their needs. They expect a reasonably straightimarwaer interface through which they can
carry out their day to day tasks.

Example Profile:

Olof is a PhD student at K.I. with Professor Waldwince 2007. His research area is the
anatomy and volumetry of the frontal lobe. His messearch project involves frontal lobe
dementia, which can be investigated by the shrokihvarious small structures in the brain
such as the putamen and caudate. A typical daié#tESfor Olof involves using the Hermes
system to manually trace the 3D outline of the rbraiructures of interest, sometimes
importing more images into the system (the mateoalsists of 600 patients being scanned at
intervals of a year or so) to work on. Even tho@jbf has studied some "computer science”,
he knows very little. He can navigate inside a Wind system (but not add a printer, for
instance) and do some basic tasks on a Linux sy$teinls -- grep is the limit of his
knowledge). The Hermes system has GUI:s with bstt@nd a unix platform which the
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average user needs not bother with, usually), whechandles expertly. Olof also knows how
to run FSL and FreeSurfer, but cannot write sciaptll, on any platform.

Intermediate User

This user is similar to the Basic user but requaditle more flexibility in the way that they
work and want to have more control over their emuinent. They may wish to extend
existing workflows or make some changes to settingsthe way in which they are
configured.

Example Profile:

Michela is a PhD student at IRCCS-FBF with Dr. &nissince 2004. Her research area is the
control, pre-processing and post-processing olsiifin tensor images (DTI) with specific
tools for the analysis of the weighted images. pidsl day for Michela involves the usage of
the FDT (FMRIB’s Diffusion Toolbox that is part 6fSL system) to perform scanner pre-
processing (e.g. averaging of multiple acquisitjorsmoval of images affected by large
artifacts). These initial steps are usually doneuadly by Michela. Then, in order to correct
stretches and shears due to current distortiohanrhages she runs different command line
utilities. A probabilistic diffusion model of theoorected data is generated and finally a
probabilistic tractography map is outputted forhreamage. Michela is an end user that is able
to run programs from the command line shell andaghbow to write bash scripts or simple
programs in a language such as Matlab, Perl ordAytin a range of different platforms.

Advanced User

This group of users wants full control over theiorkv environment. They may wish to
construct new tools or adapt existing ones for rophugposes. It is likely that such users have
a high degree of experience and probably a goodrstahding of computing techniques. The
flexibility to do what they want is paramount tostigroup of users and they do not wish to be
constrained in their work by the system. They mlap @erform tasks that are covered by the
Basic and Intermediate user roles from time to time

Example Profile:

Researchers at VUmc performed volume changes omerfor the brain and the hippocampi
of MCI patients. For this reason the hippocampi reheanually outlined at baseline. The
mask for the hippocampi were converted into Anali@ecombine them with the original
images. For the brain volume change and the chan@dgpocampi volume the brains on
follow up were registered to BL. The Fluid algonthof the dementia research group of
London (DRG) was separated from its surrounding @t executed on the hippocampi and
the whole brain. This resulted in a relational cangopn between the brain volume change,
the hippocampi volume change and the MMSE valuethefused data. To perform this
analysis a number of scripts were used. Some egigtiograms of other research centre were
slightly modified and used in a fashion that bettettched the used data.

13



Pipeline Developers

The developers of new research pipelines needegrate them within the system in order to
provide facilities to researchers. These are vechrical users and share some similarities
with the Advanced User. Given the cutting-edge reatdi their work, it is likely that they may
go beyond this profile and may require access teldpment and debugging tools. They will
also require a good degree of flexibility from gystem.

Example Profile:

Alex is a researcher with a long track record ia ttevelopment and validation of image
processing algorithms and pipelines for the quaintié analysis of brain MRI. Typically the
development of novel algorithms relies on rapidt@igping and testing cycles, in which
algorithm or parameter changes are implemented;uée@, and their results observed. This
requires relatively low-level, “hands-on” accessthe system, with the ability to rapidly
modify modules in a pipeline and/or modify the pipe itself, and execute immediate tests.
For thorough testing and validation though, an @lgm or pipeline may need to be run on
tens or hundreds (or even more) cases; and/orctioleof scans may need to be processed
using a range of parameter values in order to ksitabptimal parameter values. This latter
case requires the ability to process large numbérscans and/or a set of scans with a
possibly large range of pipeline configurations.

Image/ Data | nput Managers

Managers and administrators that work to upload myashage the data stored within the
system.

Example Profile:

Anna is a PhD student at IRCCS-FBF with Dr. Frissince 2004. She is a key figure in the
neuGRID Data Archiving and Computation Centers ([3)\CHer main task will be to ensure
the correct uploading of both images and data fiieendata collecting sites (DCS). She will
have to maintain contact with the "data input ngemg" in the other neuGRID core labs in
order to adopt procedures for standard data hamdBefore the upload of each data set she
will perform a quality control procedure. A key asp of the data input Manager is to
organize the available data for use by the neuG&munity providing different levels of
access and maintaining data integrity. She willemgroper data management and the saving
of local mirror copies of data. Finally, she hadep knowledge of MySQL because the data
management will be conducted through the LORISicelal database system.

The data managers at VUmc are collecting data frarous sites. From each site firstly a
dummy run is requested. This dummy run is checkednfiage quality and commitment to
the scan protocol (both by the data manager anddsooRgist). After one or more rounds to
establish the best acquisition parameters, scaanmeders are frozen. After the successful
dummy procedure the site can send images to VUmach Ecan is checked whether it fulfils
the parameters agreed on at the dummy run, whetieermage quality is good enough,
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whether the required patient information (randordex) are in the file header and for other
guality indicators. After these checks the data ftather be anonymized and will be sent to
an image archive.

System Administrators

Technical support operators, who are responsibieinfstalling, monitoring and generally
administrating the system.

Example Profile:

Marco is a graduate in Mathematics and has staite®hD at IRCCS-FBF with Dr. Frisoni
from December 2006. Marco will maintain and opetheeneuGRID computer system and its
network. He is usually charged with installing, paging, and maintaining servers or other
computer systems. This entails a good knowledgepefating systems and applications, as
well as hardware and software troubleshooting. Apdrtant thing is that he must also have a
detailed knowledge of the purposes for which pease the neuGRID platform and most
importantly, he has strong problem solving skillarco has already demonstrated a blend of
technical skills and responsibility.

15



4. Description of an End-To-End Example
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This Section describes a potential end-to-end el@wipthe use of the neuGRID platform.
This sets the scene for the following Section inclhthe requirements are specified, by
identifying the key stages in the operation of ithfeastructure. In neuGRID, users may pass
through the following stages to carry out theirlgsia on a set of images:

1. Data registration into the neuGRID Store, datmagement and quality control.
2. Data access, querying and browsing.

3. Workflow development, execution and management.

4. Validation of results and workflows using theygnance data.

5. Sharing workflows, histories and results.

6. Visualization of the results.

The first stage in the analysis cycle is to registeages in the neuGRID store that have been
collected from the hospital data acquisition systerhave been imported from other research
projects. For example, a new acquisition center mvésh to make use of the neuGRID
infrastructure to share data within the wider resteacommunity. Existing data is thus put
through a process which enforces quality contaimftting and ethical compliance. Finally
the data is integrated with the neuGRID standatd gedel, which enables other researchers
to access it and carry out their research. As nata dets are acquired they go through an
initial local quality control step before passitgaugh the same system-wide quality control,
formatting, ethical compliance and data model irdggn processes that the pre-existing data
goes through.

The role of the second stage in the analysis psoise$o make the data browsable through
automated querying tools. Therefore, an appropdata access mechanism needs to be put in
place. For example, a researcher may be intereseedare form of a disease and wants to do
a statistically meaningful analysis. Unfortunatéiye researcher’s institution does not have
sufficient images to make this possible. The us#r imteract with the system using the
neuGRID store, to search for and to identify anrappately large set of images from a group
of hospitals that match the required criteria. At tstage access controls and ethical policies
are fully enforced to protect sensitive data. Tésearcher then uses the system to submit the
study set for analysis through a workflow.

Once the data has been imported into the neuGR$Eesyand users are able to access and
query it, they may like to carry out studies andadanalyses to find results of interest.
Workflow development is a methodology that can geduto represent user preferences for an
automatic analysis of data and this is the thiedystin the analysis chain. Users may create
workflows and then execute them more quickly ondistributed resources provided by the
Grid. The workflow development and execution israportant stage in the analysis life cycle
in the neuGRID project. For example, a researcheey wish to run a comparative analysis
using a study set of 3000 MRI scans stored in ggagcally distributed medical centres. It is
important that the results are generated in a yinfi@hion as the researcher may have a
number of different studies to carry out that weBke user may as the available data grows
interact with the system to choose a study seedfigps 3000 images, selects the pipeline or
workflow through which the analysis will take plaged starts the analytical process. Users
do not have to use the workflows and study samiblas have been developed previously,
they can also construct new workflows. For exampleew image analysis methodology may
be developed and a researcher may wish to buildraflew to run it. Using an interactive
creation tool the user can construct a workflow apdcify some initial settings. The user
may also create a record which describes the wawk#ind gives other users information
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about its purpose and access controls. The systewsalifferent versions of the workflow to
be created, tested and released when they are f@adlye by other researchers.

Simply creating and executing workflows is not eglown its own however. It is important
that results, as and when required, should be depexl and reconstructed using past
information. The maintenance of the history of wiak specifications and their evolution
between different stages is known as provenanceavadhelp in the verification of results
using audit trail information. For example, a wadoki yields some surprising and possibly
significant results. A researcher may wish to aonfihat the results are accurate and identify
any mistakes that may have been made. By analydintipe intermediary image sets and
workflow execution logs the user is able to manuaérify that the results were incorrect. It
may be found that the error was due to a speaibogof images interacting badly within the
workflow. The user can then annotate the workflawtisat other users are warned if they
attempt a similar analysis.

Sometimes it may not be enough to reproduce thdtse$t may also be necessary to validate
and, if required, reproduce the workflow that hasrbused to obtain the results. This makes
users confident not only in the results that hasenbproduced but also in the process that led
them to generate these results. For example, anesgcreate a new workflow and run it on a
test data set. At each stage in the executioneofMbrkflow, the intermediary images or data
are stored and a full provenance track is kepterAfesults have been produced, the user can
examine the provenance to check that each statle @nalysis was completed correctly. The
raw results can then be exported into the usegfeped analysis tool and the whole process
can be added to the researcher’s history for futei@rence. Initially the new workflow may
produce some poor results during testing. The rekeatherefore can inspect the logs of the
workflow execution and locate the problem. The usam then interact with the system to
make changes to the relevant settings and re-riteit study. This time the process may run
correctly and meaningful results may be producedth®t the mechanism to validate
workflows, it would not be possible to correct theocess and generate accurate results.
Therefore the validation of results and workflows &vo significant requirements that should
be addressed in the neuGRID system.

Once a workflow has been developed and verifiagsea should be able to share it with other
researchers in the field. The user may make thé&flear available to a team or group of
users from a partner institution or project. Thi save time, effort and resources from other
teams and they will not have to reinvent the pipi which have been produced by their
peers or partners. Users may also be able to skatdts and histories of their analysis
processes. For example, a user might interacttivélsystem to search existing studies and to
compare, contrast and validate their results agagsearch from other groups. This process
helps the researcher to identify an error in the@thodology and prevents them from making
any embarrassing claims. A researcher could haweedaout a similar study six months ago
and may be worried that it too, might have beetuarfced by a similar error. The user can
look up their research history and identify the rappiate study. The original process can be
re-run on the original data set using the stord¢iihgs and pipeline configuration. This allows
the researcher to confirm that the previous resudt® correct.

This abstract example has proven useful in desgildthe system components within
neuGRID and to a wider audience. It is also impudrtaowever, to understand how more
detailed examples of real research processes cach ethis conceptual framework. The
remainder of this Section will consider a real-wlouse-case in greater detail and show how
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this is useful in identifying potential requiremsnt

MNI reference image \
4 )
Brain image 1 C
o
8
g -
Brain image i : Statistical
o Parametric
3 Mapping
— g Approach
Brain image n 7]
- A\ 4
Template(First approach) j
Brain image 1 — h
S
8
——— g
EITELD TETE | © Statistical
= Parametric
?5 > Mapping
Brain image n @ Approach
A 4
Final Template Y

Figure 3: The VBM analysis process.
A Real Research Example

A VBM analysis of Alzheimers and Frontal Lobe Derti@rpatients is calculated using a
template based on the given patients groups. Béfergipeline is used it is first tested on the
multiplanar reformations (MPR) scans of Alzheimarsl MCI patients of the ADNI data.
When the pipeline appears to work correctly onAB&I data the pipeline is used for a set of
Alzheimers and Frontal Lobe Dementia patients dlugts not yet reside on neuGRID. At the
end when the results looks promising the data apdlipe are share with the neuGRID
community. This process is shown in figure 3.

The pipeline used consists of two parts:

- The creation of the template.

- TheVBM analysis

1. Creation of the template.

The template creation is done by registering/atignall scans to the MNI template (a

template that comes with FSL in the Nifti file foath using 9 degrees of freedom. All images
registered to this template are re-aligned togethereate a new template. This new template
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is now used as template instead of the MNI templatdinal template is build using the
template of the first iteration.

2. The VBM analysis itself.

The VBM analysis is a regular VBM analysis on tlag¢ad

Steps necessary:

1.

2.

Select a list of MCI and Alzheimer patientsto ADNI dataset.

Register/Align (9 degrees of freedom) the selkdcans to the MNI template which
comes with FSL (in the Nifti file format).

Re-aligned all registered images to createdimplate.

Register/Align (9 degrees of freedom) the seld&cans to the template generated in
the first run and re-aligned the registered imdageseate the final template.

Perform a VBM analysis through the StatisticatdMetric Mapping Approach on the
selected scans using the template generated toarerCI with Alzheimers.

Validate whether the pipeline works correctly.

Upload a new set of scans of Alzheimers and tefdrobe Dementia patients to be
used as a private date set to neuGRID and usesthiss to generate a template of
these new dataset (using step 2 up to 4) and XBiManalysis on the scans.

Make the uploaded dataset public.

Make the generate pipeline public.

Indicative User Requirements:

The user should be able to generate a pipeline.
The user should be able to test a pipeline witbteg data.
The user should be able to test a pipeline on tveir data.

A user has to be able to upload an initial temp(atg. MNI template in .mnc file
format).

It should be possible to convert the original Dicfiles (of ADNI) Into Nifti.

It should be possible to use the registration @ogfFlirt (FSL) to register a set of
images to a given template.
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It should be possible to perform image calculatigfir example through the
“avwmaths” program of FSL).

» It should be possible to perform quality controltbe registrations.
» It should be possible to realign all registratiornt® a new image.

» It should be possible to use a generated imagst @pproach template) as a new
template for registration.

* It should be able to perform a VBM analysis ondhéa.
* The user should be able to make its data pubbcgiven community.
« The user should be able to make its pipeline publa given community.

It is clear that detailed examples like this arefulsin capturing a well rounded set of
requirements. During requirements meetings, sucimeles have been presented to the
requirements team by clinical researchers andrtpdidations for neuGRID discussed. This
has been of great benefit in compiling the requéeets specification that is considered in the
following Section.

5. The User Requirements

Each segment of the user requirements specificéiggins with a Story. The relevant Use-
cases that are contained within it are describedl then broken down further to form
individual user requirements. The numbering schati@vs the hierarchical relationships
between Stories, Use-cases and Requirements tasilg gaced. The high-level Stories are
indicated by the S prefix and Use-cases are gikemptefix U. Individual Requirements are
denoted by the R prefix. The prioritization schefoeuses on Essential, Desirable and
Optional requirements and is based on the variaifaihe MoSCoW technique [1] that was
described in Section 1. Essential requirementsttawee which are absolutely vital to the
production of a functional infrastructure. Desigbequirements are those that whilst not
vital, would provide important functionality to useand a reasonable proportion of these
should be implemented. Optional requirements arsettthat might be useful but don't fit into
the previous two categories and will probably be st to be implemented if time / budget
allows.

Where E = Essential D = Desirable O = Optional.

S1. Data Registration into the neuGRID Stbtanagement and Quality Control:

A new acquisition center wishes to make use ofrteeGRID infrastructure to share data
within the wider research community. Existing ditgut through a process which enforces
quality control, formatting and ethical compliand¢énally the data is integrated with the
neuGRID standard data model, which enables otlsearehers to access it and carry out their
research. As new data sets are acquired they gaghran initial local quality control step
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before passing through the same system-wide quadityrol, formatting, ethical compliance
and data model integration processes that the)psérey data goes through.
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I ndicative Use-cases:

Ul.1 Perform quality control, ethical compliancediuding appropriate anonymisation) and
upload the new data sets into the system.

User Requirements:

R1.1.1 | An interface is required for the uploadnofges and data sets into data stg D
This should allow images to be imported into theorage area” (drag an
drop or lists of file names.)

R1.1.2 | A basic QC viewer which allows comparisoriwleen different sets q E
images. It should be possible to show a DICOMDurhptdeast one imag
from each series to check for any information thas leaked through th
anonymization steps.

R1.1.3 | The ability to record the outcome of mar@@l validation. D

R1.1.4 | Atool to delete images of inferior quafitym a set. E

R1.1.5 | Provide software to those uploading data mtuGRID that enables th E
anonymization of data sets. The ability to easihpraymize the principa
image fields defined by neuGRID ethical committéetey are not alread
treated in some previous steps) ensuring that rentifthble patient
information crosses the network (Images Scramldimg) anonymization.)

R1.1.6 | The ability to adapt to new ethical poliagegsecessary. D

R1.1.7 | Logs should be kept outlining exactly whaswiploaded and by whom. | E
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tool to save the set (list of files) which will lbploaded (in case uploaded
delayed or interrupted for some reason.)

R1.1.8 | A means of preventing duplicate data upload. D

R1.1.9 | The ability to visualize image(s) metadaaquisition Plane, Acquisitiof D
type and Field strength.)

R1.1.10| The ability to visualize image field inhomogenestiesubject position an| D

artifacts.

R1.1.11] The possibility to perform corrective steps on iesg D

R1.1.12| Security and authentication of users should bereatbbefore images can | E
uploaded.

R1.1.13| Documentation should be provided that defines guaontrol and ethica E
compliance.

R1.1.14| The system should allow new anonymization methodsetapplied as privag D
standards evolve.

R1.1.15| Quality control should be done automatically whe@ssible (number g D
images in series ranges of TE and TR values, gixek, used coils etc.)

R1.1.16| It should be possible to do some manual qualityrotinvisual inspection off E
Signal Noise Ratio, movement artifacts, inter-sliceovement (for
interleaved scanned series) etc. to assist thealvimispection process, &
orthogonal view should be provided so that che@ls e made for missin
slices and artifacts between the slices.

R1.1.17| Something similar to the Linux/Unix strings commasttbuld be executed g E
at least one image in each series, to check faleigbatient information.

R1.1.18| If face scrambling is required, a surface rendetaul should be available an O
used to show the effect of the face scrambling.

R1.1.19| It should be possible to trace back data on neuGRIDhe original dats D
(perhaps at the core labs)

R1.1.20| When data is uploaded into the neuGRID storage aoeass restriction E
should be specified.

Ul.2 For pre-existing data, perform quality confroethical compliance (including
appropriate anonymisation), format standardisateord upload the data sets into the system.

User Requirements

R1.2.1 | Aninterface is required for the uploadméges and data sets into data stg D
This should allow images to be imported into theofgge area” (drag an
drop or lists of file names.)

R1.2.2 | A Basic QC viewer which allows comparisagtween different sets ¢ E
images is necessary.

R1.2.3 | Atool for deleting images of inferior quglfrom a set is required.

[T| D

R1.2.4 | Provide software to enable the anonymizatibdata sets. The ability {
easily anonymize the principal image fields definegd neuGRID ethica
committee (if they are not already treated in s@revious steps) ensurir
that no identifiable patient information crossese tmetwork (Images
Scrambling and anonymization.)
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R1.2.5 | Logs should be kept outlining exactly whaswploaded and by whom.
tool to save the set (list of files) which will lbgloaded (in case uploaded
delayed or interrupted for some reason.)

R1.2.6 | A means of preventing duplicate data upload.

R1.2.7 | The ability to visualize image(s) metadadaquisition Plane, Acquisitiof
type and Field strength.)

R1.2.8 | The ability to visualize image field inhoneogities, subject positiof
artifacts.

R1.2.9 | The possibility to perform corrective steps images. The possibility t
perform specific correction steps for each kindaafquisition: Gradwarp an
Non-uniformity correction for MRI images. Realigginunwarping and slic
timing correction for fMRI images. Prgocessing steps for PET images w
particular attention to the ADNI protoco
(http://www.loni.ucla.edu/ADNI/Data/ADNI_Data.shtm)

R1.2.10| Security and authentication of users before imagms be uploaded ¢
managed. There should be a certificate-based systedentify users and t
perform access control.

R1.2.11| Documentation should be provided for performingrappate quality contro
and ethical compliance on data sets.

R1.2.12| Provide software for format conversion.

R1.2.13| The system should allow new anonymization methodsetapplied as privac
standard evolve.

Ul.3 Standardize all uploaded data to comply it neuGRID data model.

User Requirements

R1.3.1| Define a set of image data rules for neuGRID. Aadttist should be provide
which itemizes the image parameters that need tefneved or added to th
set to make it comply with the neuGRID standardaabdel (e.g. date of birt
missing in images XX)

R1.3.2| A form/tool to allow complementary information te lwvritten to the uploade
set, perhaps with a reporting mechanism.

R1.3.3| The ability to remove parameters not included in@RID standard.

R1.3.4| The presence of an Image Data Archive web menufate to establish th
suitability of images before being uploaded/usethexneuGRID data store.

R1.3.5| Quality control needs to be done both locally (eaehtre should only uploa
high quality/usable images) and centrally (all @gpled images should under
quality control with a unified criteria).

R1.3.6| Provide software to check if uploaded data set§oconto the neuGRID dat|
model, and provide tools for conversion if requirdtiere should be tools |
convert a given data set to the neuGRID data mddhes. could be supplied t
the core labs, neuGRID users or both.

24




Ul.4 Manage stored data.

Ul.4.1. Check and control system capacity.

User Requirements

R1.4.1.1. The ability to control and manage theesysthrough a simple graphic D
interface.

R1.4.1.2. Provide tools and software to monitotesysstorage capacities and u{ E
quotas.

R1.4.1.2.1| Set quotas. E

R1.4.1.2.2 | Edit quotas. E

R1.4.1.2.3| Delete quotas. E

R1.4.1.2.4 | Interact with users when storage readesa limits (possibly e-ma| D

users with warnings.)

Ul.4.2. Backup data.

User Requirements

R1.4.2.1 Manage backup data E

R1.4.2.2. Provide a means to backup data stoesgelrces E

R1.4.2.3 The ability to ask to users to save datayat backed up, in an iteratiy D
way

Ul.4.3. Perform system maintenance.

User Requirements

R1.4.3.1. The possibility to follow a step-by-sy@edefined GUI-based wizard f{ D
the performance of system maintenance.

R1.4.3.2. Provide a manual for performing systeamtenance D

R1.4.3.3. A means of communicating periods ofiserdowntime to users D

R1.4.3.4. Mechanisms for recovering from systeinri@ should be provided. D

R1.4.3.5. A maintenance mode with the ability a&et the system off-line for | D
period

R1.4.3.6. A system dashboard could be providegivi® an overall picture of staty D

of the infrastructure at any given point in time.

Ul.4.4. Query the stored data.

User Requirements

R1.4.4.1. | The ability to search for images based on subjedtisage-related criteri| E
including: type of illness, date of birth, etc...

R1.4.4.2. | View images, form image collections (usetlections) and downloa D
images in several file formats.

R1.4.4.3 | The possibility to use two different resba modalities: BASIC D
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(Subject_ID, Sex, Age, Modality, Series descriptiar ADVANCED
(Diagnosis, MMSE Score, GD Scale Score, TE, TRgeSthickness an
more) with different fields / levels of search.

R1.4.4.4 | The ability to store and manage user ddfdata collections. D

R1.4.4.5 | The querying language should be userdiyeand querying interfac| E
should be operable by both technical and non-teahnsers.

Ul.4.5. Search and view records of the qualityntic, anonymisation and format
conversion processes that have been applied tos#dsaas they are entered into the system.

User Requirements

R1.4.5.1. | Search QC records for images that pass a givesf 8€ parameters. D

R1.4.5.2. | View the QC records, sorted after paramet choice (not just Q( D
parameters.)

R1.4.5.3. | Search and view the record of format ewigns that have been appli D
to an image/image set at upload.

R1.4.5.4. | The ability to display the QC resultsdily to the users with the subje D
image.

R1.4.5.5. | The anonymization process shouldn’t bl to the final user. This st¢ E
could be done within the neuGRID consortium andukhonot be
accessible (except for special privileges) by the @sers of neuGRID.

R1.4.5.6. | neuGRID system images should be uploadet stored as DICON D
images. The image conversion process is sometheightas to be don
during the different pipelines and, consequentysamething that coul
be checked by the user that uploaded the origmabe or a data inpt
manager. In the case there isn't a DICOM definitiona given type ol
image (e.g. MEG images), data can be uploadedeiotiginal file format
(but should be fully anonymized). But there is nomise that all the
workflows will work on it.

R1.4.5.7. | Provide provenance information relatedntadifications made to a dal E
set. Provenance information may include modificetionade for quality
control, ethical compliance, anonymization, anynfat conversions thé
were necessary and related information.

Ul.4.6. Handle potentially corrupted data sets.

User Requirements

R1.4.6.1. | A copy of the initial data should be ksgfely. E

R1.4.6.2. | No seriously corrupted or unusable dhtaulsl remain in the neuGRI| E
data store.

R1.4.6.3. | Provide tools to detect corrupted datts, send to recover them { D
required.

R.1.4.6.4.| Once data has been made available ts,usasure that it remair E
unaltered (with the exception of legal requiremgmtgen if it has som
degree of corruption. Any improvements to the data handled by
making a new version available to users while k&kping the old versio
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available to users. It should be clear to users<hvis the most up to da
version.

R1.4.6.5 | Delete corrupted data E

R1.4.6.6 | Locate origin of corrupted data and haridke possibility of systemi( D
problems

ul.4.7. Remove data from the system.

User Requirements

R1.4.7.1. | Select data sets or groups (R1.4.8.3)etaemoved as defined with| E
authorization levels.

R1.4.7.2. | An automatic report of removal to be dgenthe uploaded site contg D
email.

R1.4.7.3. | Provide functionality to delete data $&tms the data store. E

R1.4.7.4. | Provide functionality to delete data sé&tsm the user collection E

(R1.4.4.4))

U1.4.8. Track / determine the history of a piecdatf.

User Requirements

R1.4.8.1 | Select a data set that fits a certaipreait D

R1.4.8.2 | Generate an itemized list of when and hgrw a data file in the set h{ D
been used in a workflow.

R1.4.8.3 | Generate a list of which workflows haverbapplied to a data set, a D
sort sets into groups (group A had workflow X usedthem, group E
workflow Y, group C workflow X+Y.)

R1.4.8.4 | To capture information on which kind ofidses and analysis data h D
been used.

R1.4.8.5 | To collect different clinical results iriwh some particular informatio D
was used.

R1.4.8.6 | The possibility to define the roles of@fie data in the AD pathology. | D

R1.4.8.7 | The possibility to create a list of puations and view where neuGRI| D
has played a part in the research.

R1.4.8.8 | Data set specific provenance data shasithm information related to th E
history of the piece of data.

R1.4.8.9 | Allow a user to opt out of making trackimformation public to othe| E
users for a given period

Ul.5. Control the security of the stored data.

Ul.5.1. Implement new and edit existing access$rol strategies.

User Requirements

R1.5.1.1. | Sort data sets into groups to which &ireaccess control is set. E

R1.5.1.2 | Edit the access control of a group of (sga 1.5.2.2.) E
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R1.5.1.3. | Sort and edit access control for a narmetividual/ or group of E
researchers. Provide tools to administrators tindaiser specific acces
control policies ( at the project and individualéés.)

R1.5.1.4 | A supervisor or responsible person shdafthe both the access level a E
the policies that pertain to gaining access to data stored insid
neuGRID.

R1.5.1.5. | Provide secure access to data storagerces. E

R1.5.1.6. | There should be a possibility to giveivithial users special access t¢ D
certain data set.

Ul.5.2. Configure a set of ethical rules thelate to and govern the use of particular data
sets.

User Requirements

R1.5.2.1. | Compose ethical agreements in writingctvlaccompany a chosen di E
set/group.

R1.5.2.2. | Unless the relevant conditions are agteedth writing by a user, al E
ethically restricted set cannot be used.

R1.5.2.3. | Log the users who use such a set (se&2).4vith a flag that they hay E
agreed to be bound by the ethical agreement.

R1.5.2.4. | Define different agreements and set raifferules for public, academi| D
research, and industrial neuGRID users.

R1.5.2.5. | All users should accurately provide ratge information regarding wh E
will use neuGRID data and the analyses that arenpla

R1.5.2.6. | All users should be requested to cit€&sfdD as the source of their resul E
in published work.

R1.5.2.7. | Provide tools to configure and definacatihrules applying on stored dg D
sets.

R1.5.2.8. | There should be a description of thecathiules (used informed conse E
for this data set etc.) for a given data set.

Ul.5.3. Temporarily upload a private dataseheuGRID.

User Requirements

R1.5.3.1 | A user may wish to check whether an exgsivorkflow also works for ¢ E
private dataset which holds a rare subset of patigiiRl scans. A way 0
temporarily uploading the private dataset to neU®R$ therefore
required.

R1.5.3.2 | The dataset in R1.5.3.1 should be acdesst existing pipelines D
uploaded batch scripts (e.g. bash) or linux exdtesa

R1.5.3.3 | A temporary dataset should be accessibla fyiven period of time an D
then be removed from the system.

S2. Data Access:

A researcher is interested in a rare form of aadiseand wants to be able to do a statistically
meaningful analysis. Unfortunately the researchessitution doesn’'t have enough images to
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make this possible. The user interacts with théesysising the neuGRID store, to search for
and identify an appropriately large set of imagesnf a group of hospitals that match the
required criteria. At this stage access controts ethical policies are fully enforced to protect
sensitive data. The researcher then uses the systambmit the study set for analysis through
a workflow.

neuGRID Store
< Study Data
L ey
e Researcher ’( (1 Mr
FBF e\
Define
Study Set
:""‘ = ‘ Access Control, Ethical
—_ Policy Enforcement
K.l and Anonymisation
VUme

Indicative Use-cases.
U2.1 Authenticate a user and enforce accesgalhgthical policies. E

User Requirements

R2.1.1.| Download neuGRID interaction tool bundlaléss web-based?). A sign{ E
usage agreement could be put in place.

R2.1.2.| Fill in requested neuGRID user data (in&titname etc) and store as “N E
profile” under “My account”.

R2.1.3.| The possibility to become part of a grofipesearchers (start a new groy D
be invited to an existing one).

R2.1.4.| Sensitive individual data sets will generspecific access agreements tg E
signed (1.5.2.2), which will be stored under “Myagnt”

R2.1.5.| All the neuGRID users must be registerdekyTwill fill an on-line form in| E
which neuGRID staff will provide both a specificeusID and a password.

R2.1.6.| Provide a global security model, which éeslindividual researchers fro| E
collaborating institutes to access other instifutesa sets. There should be
certificate-based system to identify users andetéopm access control.

R2.1.7.| Allow institutes to define local accesstooimpolicies. D
R2.1.8.| It is necessary to have access contrdlseaProject and Individual data § E
levels.
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U2.2 Search for a group of images or data thatches a given criteria. E

User Requirements

R2.2.1. | Select a set of properties with which tmegate data subsets from t E
database.

R2.2.2. | Generate feedback about the data sets),(Nghich can be sorted after ff D
instance QC parameters, type of camera etc.

R2.2.3. | Fine-tune the property set interactively. D

R2.2.4. | Store the final property set under a lalveler “My account”/’"My search D
property sets”.

R2.2.5. | Store the resulting data sets (lists o de@herated by applying the prope D
set on the data base) under “My account”/’"My dats"s

R2.2.6. | Provide a global search utility which skagc distributed neuGRID dal E
stores based on user defined criteria. Researsherdd be able to sear
for a certain type of patients based on medicabrmation as well or
imaging information. For instance patients with dd€ognitive Impairmen
with a given range of MMSE values which have hatllaMPR sequenc
with a pixel size smaller equal 1.5 mm in eachdliom. The range of field
that can be used for searching should include:

R2.2.6.1.| Subject information: Subject Id, Sex, Researchu@rége, Weight. E

R2.2.6.2. Project specific information. D

R2.2.6.3.| Clinical assessment information: MMSE Total Sc@&&Scale Total Scorg D
Global CDR, Modified Hachinski Total Score, NPI-Qot&@l Score,
Functional Assessment Questionnaire Total Score.

R2.2.6.4. Study information: Study date, Visit. E

R2.2.6.5. Image information: Original (Choose Modality, SerieDescription, E
Acquisition type, Weighting, Slice Thickness, TER,T Acquisition Plane
Manufacturer, Field Strength) — Pre-processedidSéescription, Imag
File Type, Anatomic  Structure, Tissue  Type, Laliey,
Registration/Space) — Post Processed (Series pgsnriimage File Type
Anatomic Structure, Tissue Type, Laterality, Ragison/Space.)

R2.2.7. | Metadata will need to be stored for imaigesnable search functionalit E
this will identify images and the search will befpemed on the metadata.

U2.3 Define and group the data that comprisegtafor use in research. E

User Requirements

R2.3.1. | Combine labelled property sets into meta-se E

R2.3.2. | Store the meta-sets under a label under &tpunt”/’"My search propert] D
sets”.

R2.3.3. | Store the resulting data sets (lists) urd&bel under “My account”/’"My D
data sets”.

R2.3.4. | Note prominently which property sets/mettsfslata lists are bound | D
which ethical agreements.

R2.3.5. | Provide an interface which allows userddfine groups of search results | E

research purposes.

30




U2.4 Visualize a research set. D

User Requirements

R2.4.1. | The ability to basically visualize data @hincludes: E

R2.4.1.1. Clinical biological data (e.g.: Tau, Abl-42, P-Ta81P , Tau/Abl-42 R E
Taul81P/Abl-42) regarding the group of patientssm@red in a specifi
study.

R2.4.1.2.| Imaging data (DTI, 3dT1, T2, PD, fMRI, PET) regauglithe group o] E
patients considered in a specific study.

R2.4.2. | The provision of a summary of a user'saegesets in list form under “M| D
account”/”"My data sets”.

R2.4.3. | View condensed lists of clinical biologiadta and the imaging data § D
properties (44 images with a 3 T camera, 1445 fbéréint patients in 194
etc.) under “My account’/My data sets”

R2.4.4. | The possibility to generate some descepsiatistics about the paramet| D
that have been chosen using a basic statisticdagacthat is integrate
within the infrastructure.

R2.4.4.1. Provide appropriate visualization tools that aréegnated in the searq D
utility.

R2.4.4.2.| User should be able to visualize data sets withittrout download. D

R2.4.5. | An image viewer should be provided thatvighes a convenient browsir E
mechanism for users.

u2.5 Store a research set for future use. O

User Requirements

R2.5.1 A research set can be generated again tisengaved property sets, | O
accessed from the saved data set lists.

R2.5.2 Each user has the possibility to view anvrdoad his/her own “Use O
Collection” for local back up.

R2.5.3 Create a structured environment with dimesoand subdirectories whe D
research results can be stored.

R2.5.4 Perform actions on stored datasets and sn@geving, copying, deleting D
renaming, add new images,...).

R2.5.5 Search utility should be able to export sanke searches for future use. @)

R2.5.6 Saved searches should be easily accesglda wnterface. O

R2.5.7 It should be possible to store a query Wes used to generate a certain| O

of data as a research set. (this is the propertysetioned in 2.2.4)

U2.6 Monitor data quality and allow users togifeedback regarding research sets. E

User Requirements

R2.6.1 A viewer should be provided, together wittormation regarding the qualil E
assessment that was made by the researcher tbatedlthe image.

R2.6.2 | A “Comment on this image” facility: othereus’ comments might be visib| O
under a special link in the data list.
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R2.6.3

It should be possible to share specificaiese sets with some predefin
groups giving information about research methodsia dype and othe
issues.

R2.6.4

The possibility to express a judgment albet quality of data could b
useful. Then, this judgment (e.g.: 4- ExcellenGBed; 2-Sufficient; 1-Bad
could be taken into account during the creatioa msearch set.

R2.6.5

Provide tools to determine and monitor dataguality.

R2.6.6

Software managing saved searches and rbsesats, should have tf
functionality to allow permitted users to post coents and give feedback ¢
research sets of other users.

R2.6.7

The interface for saved searches will allers to add or remove users fr

commenting on research sets.

O

U2.7 Annotate a research set with useful inforamategarding the data that is contained

within. O

User Requirements

R2.7.1

Comment the set lists in “my data sets” (o@mts seen when set lig
viewed in 2.4.2)

R2.7.2

The information must be of a high-level, amtl describe the type of
specific data user collection in an efficient wiyr example: reporting the
of patients, n° of AD, n° MCl and n° CTR, the Seqgecetype,...)

R2.7.3

Set “annotation” needs to be strictly cdigtb users should have tf
possibility to submit annotations (e.g. comments image quality, new
measures, ...) but such annotations should bewedieentrally and include
only whenever they satisfy specific criteria. Fipabhs measures are ofts
protocol/scale-dependent the protocol/scale shiosilgpecified.

R2.7.4

An interface should be provided for the sgvof searches and have t
capability for users to provide annotations andadata for saved resear
sets.

S3 Workflow Specification and Development:

A new image analysis methodology is developed aras@archer wishes to build a workflow
to run it. Using an interactive creation tool theeuconstructs a workflow and specifies some
initial settings. The user also creates a recorithvtlescribes the workflow and gives other
users information about its purpose and accessaienthe system allows different versions
of the workflow to be created, tested and releashdn they are ready for use by other
researchers.
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Fipeline / Worldlow

Researcher

Create Worlflow > —7 .
: | ——————

Workflow Des cription

Mame:
Wersion:
Permnissians:
Motes:
Creaed By

I ndicative Use-cases:

U3.1 Construct, visualize, annotate and edit meorkflows. E

User Requirements

R3.1.1

Select packages to use from categoriegjofiims (e.g.: “statistical”, “braif
stripping”).

R3.1.2

Construct a workflow by stringing togetharigus algorithms and packag
in a work area (drag and drop?), creating a sesfesonnected boxeg
Divisors, yes/no-alternatives for branching worldflomay also be availab
in a graphical toolkit. This should be as simple @sssible using i
combination of arrows and nodes within a Graphitarface.

R3.1.3

Add comments next to each box in the wovkflo

R3.1.4

The possibility to divide the workflow intogical units (the first three stey
are brain stripping and have a pink background{ asxfive volumetric step
with a yellow background) with labels describingtin

O|0

R3.1.5

Visualize the workflow as a schematic boRed diagram (rough versio
can be seen in the work area, this should be jtentes a PDF.)

R3.1.6

Edit the workflow by moving boxes aroundwArning system saying “bloc
A does not generate output that enables runningkbB directly after it”
would be helpful.

R3.1.7

A possibility to edit input parameters irclealgorithm (maybe an executi
crashes because it requires a “4” instead of “21 mven sub-process.)

R3.1.8

Save the workflow with a label under “My agot”/"My
workflows”/"Drafts”.

R3.1.9

The provision of a command line scriptingiface is necessary. It should
possible to upload a workflow as a Linux commandpsge.g. bash) whicl
calls a number of Linux executables residing ongiie or uploaded togethe
with the script.

R3.1.10

The possibility to have a large range of pre-camigl atomic modules fror
which new workflows can be created or to be ablmtegrate new function

efficiently.
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R3.1.11 The opportunity to have a functional test-bed tdidase efficiently| D
workflows that are in construction (using trial apgriate reference data s
already uploaded remotely and an efficient valiagxecution interface.)

R3.1.12| The ability to do a “debug error procedure” in artteshow different action| D
that a final user can take in order to debug ariglaton or execution error
that could be encountered while using the Pipeline.

R3.1.13| The ability to preserve the order execution and diependencies of th D
pipeline workflow.

R3.1.14| The ability to upload workflows generated withinetimajor “workflow| O
management systems” that are in use today (dlge: LONI pipeline,
Scientific Kepler system and others.)

R3.1.15| The infrastructure should be platform-independent. D

R3.1.16| The possibility to use images stored in the NeuGRi&re to run a locg D
analysis (e.g. in case a user wishes to run alysasman NeuGRID image
using software developed locally, which is not éoshared.)

R3.1.17| Provide a means of editing existing workflows. E

U3.2 Work with draft workflows and use versiontcol to manage them. D

User Requirements

R3.2.1 | Open a workflow and edit it. E

R3.2.2 | When saving a previously existing draft Wiosk, automatically appen( D
version number and save under the workflow labeleariMy account”/"My
workflows”/"Drafts” together with date edited. Thershould be a versig
control system for workflows that resides on neuBGRidependent of thei
implementation (as a script file, program of graghiworkflow.)

R3.2.3 | The possibility to save the draft personadules and workflow inside th D
neuGRID system.

R3.2.4 | The possibility to open, drag and drop ttiraét modules quickly and easily| D

R3.2.5 | The possibility of creating pipelines byeambling existing workflows. D

R3.2.6 | Provide a repository for workflows with viers control management. D

R3.2.7 | Provide user friendly interfaces, integratedh the workflow authoring D
software to upload/download/update workflows towwekflow repository.

R3.2.8 | Changes between different versions of thevace should be documented. | D

U3.3 Visualise, annotate and edit existing ilowks. E

User Requirements

R3.3.1 | Locate an existing workflow in the databat&orkflows that are accessib D
to all by selecting categories of algorithms that desired to be included (th
generates a list of workflows). The possibility use all the features of th
main programs in use today in the neuro-imagindd fi¢e.g.: FSL,
FREESURFER, SPM, MN], ...)

R3.3.2 | Select desired/interesting workflows andesawnder “My account”/”"My| D
workflows”/”"Published”.

R3.3.3 | Provide a tool by which users can visuadizisting workflows as in 3.1.5. E

R3.3.4 | Provide users the functionality to add aatahs or comments to workflow D
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asin3.1.3

R3.3.5 | Provide users the capability to edit exgstiorkflows as in 3.1.4, 3.1.6.

R3.3.6 | Save asin 3.1.8 and 3.2.2 (to “Drafts”).

0| g|m

R3.3.7 | The opportunity to have a responsible pessagroup of people that mainta
the main pipelines in use in the neuro-imagingifiel

R3.3.8 | The system should send email alerts tdfitiz users when the workfloy O
outputs are ready.

R3.3.9 | There should be a way to assign a knowrdisuip a workflow. D

U3.4 Upload new packages, algorithms or analysoftware to system for use in
workflows. E

User Requirements

R3.4.1 | Upload an algorithm or package (or draft)uding source code; fill in whg E
categories to store it under (3.1.1.)

R3.4.2 | Make a workflow accessible and set acceggsri fill in label name, builde E
name and institute, way to reference, terms of(gsant me a footnote, gra
me authorship on any papers produced with the dfetpy flow) etc. See als
use-case 7.

R3.4.3 | The possibility to download an algorithmigege, to be able to tweak | D
oneself, by editing code or settings.

R3.4.4 | Save the tweaked algorithms under My acéddpialgorithms.

0|0

R3.4.5 | If an algorithm is uploaded with the samen@aas an already existing or
automatically append version number (and ask tHeadmg researcher t
enter a comment on what has changed.)

R3.4.6 | If a package name changes, include sourde dependencies (builds ¢( D
package X by adding Y.)

R3.4.7 | The upload of new packages/algorithms shioelldontrolled centrally. E

R3.4.8 | The new tools to be uploaded should be oiggly tested and / or validate E
Any new tool should be uploaded together with acsjedocumentation
including a user guide, algorithm explanations apgropriate references.

R3.4.9 | The neuGRID “workflow management system”uithidoe able to support arf D
interface with many common languages classicalgdua the neuro-imagin
field (like PERL, C++, Matlab, bash script and Ryih

R3.4.10| Ensure and maintain architectural compatibility hwithe latest imagin¢ D
software.

R3.4.11] Upload temporarily personal packages/software pecsic studies. It shoul{ O
be able to upload a workflow as a Linux commandpsde.g. bash) whict
calls a number of Linux executables residing ongheé or uploaded togethe
with the script.

R3.4.12| Provide users with an interface for uploading neeftvgare packages D
algorithms and analysis software subject to appaipralidation, which may
then be used in future workflows.

R3.4.13| Provide users with a means of browsing existingoagéd algorithmg E
packages and analysis software to enable theinuserkflows.

S4 Workflow Execution and Management
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A researcher wishes to run a comparative analyiigyla study set of 3000 MRI scans stored
in geographically distributed medical centresslinportant that the results are generated in a
timely fashion as the researcher has a numberfigfeint studies to do that week. The user
interacts with the system to choose a study seBO®0 images, selects the pipeline or
workflow through which the analysis will take pla@ed starts the analytical process.

neuGRID Store Pipeline / Workflow

\' - '/ Execute Workflow /7|_'\A

!_:E:_ for Study Data w| Pre-Processing »  Qutput Raw Data

”| and Quality Control \,: /
Researcher ——
x__ - Define Study
1 Set of 3000
I'ZI_ Images
Yy

- . Access Control, Ethical Provenance Database
“-———--'1 o« Palicy Enforcement
_—_— and Anonymisation

VUme

I ndicative Use-cases:

U4.1  Search for existing research sets or defirew groups of images and other
information to be processed using the workflow. E

User Requirement

R4.1.1 | Find a previously defined research set bgciag a data set under “M D
account”/”"My data sets” (see 2.4.2, 2.2.5).

R4.1.2 | Generate a new research set as in 2.5.1. D

R4.1.3 | A means to search publicly available redesets. 0]

R4.1.4 | The ability to edit research set accesggigh D

R4.1.5 | To optimize performance, the images usedlferanalysis should also | D

present (if possible) locally in those nodes of giniel that don’'t have a hig
level of bandwidth available. This is due to thet fdhat the transfer of a larg
number of images on the network will greatly ina@ahe time to get th
final results. Clearly, this is particularly truerfa centre like FBF which i
characterized by a connectivity of 10 Mbps.

R4.1.6 | High redundancy and data availability isassary. D

R4.1.7 | The possibility to integrate information yicked by images and metada D
with the definition of mathematical variables likectors, list and structure
Define basic operations (like indexing, push, pad &ngth count) in orde
to perform command line operations on these objectdaining images g
interest.

R4.1.8 | Provide a global search utility which seeschdistributed neuGRID daj D
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stores based on a user defined criteria.

R4.1.9 | Metadata should be present for each of rttegeés in the system, this w| E
identify images and allow them to be searched.

R4.1.10| User should be able to download data sets, if pr@uthentication hal D
succeeded.

R4.1.11] Provide capability to the user to save a searchdafide it as a research s D
(see 2.5.1).

R4.1.12| Provide the capability of using saved data setsraséarch sets for input f¢ D
workflows (see 4.2.1).

U4.2  Run, monitor and control the executiom @forkflow. This would involve perhaps the
ability to cancel, edit and restart an execution. E

User Requirements

R4.2.1 Apply a workflow to a data set, step by siepll at once.

O|0

R4.2.2 Output from the individual processes witthie workflow is output to ¢
progress window; also when a new process is stgptedess name_
<output from 1 such as “calculating chi-2"> -- pegs name_2: <output
and so on).

R4.2.3 When the process stops (prematurely orthetuser can add comments O
the bottom of the window.

R4.2.4 A GUI with buttons to stop, restart the wimk. E

R4.2.5 The possibility to change the input paramseia a sub-process of th E
workflow (see 3.1.7.)

R4.2.6 The possibility to test a workflow on singleages or subsets of the chog D
data set (one could of course generate a new datassn 2.2 but that i
probably not as practical.)

R4.2.7 The ability to create, visualize and edimptex workflows in a convenier E
way.

R4.2.8 Simple way to monitor workflow execution. D

R4.2.9 The user should have the possibility to klze perform quality control o] E
each intermediate output.

R4.2.10 | The ability to cancel, restart and debugkfl@mws.

R4.2.11 | The ability to share workflows with othesearchers in the system.

O|gm

R4.2.12 | The possibility to provide the user witmpée images for any kind of sc
modality (MRI, fMRI, PET,...) in order to test histhewn workflow (or
parts of it) using them and saving time uploadhegr own images.

R4.2.13 | Extend workflow authoring environment toclude basic executio| D
functionality for:

R4.2.13.1] Starting the execution of a workflow.

R4.2.13.2| Providing an interface to monitor the status ofaakilow.

00|00

R4.2.13.3 Provide ability to control the execution by canicgll or restarting the
workflow.
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U4.3 Search for and select the desired analggsline from a set of existing workflows,
edit settings if required and execute. E

User Requirements

R4.3.1 New workflow sharing should be controlledlyofunctioning and validate( O
workflows should be uploaded and shared.)

R4.3.2 All the pipelines should be organized iremicand efficiency way in ord¢ D
to make clear their use.

R4.3.3 The presence of a facility that allows ugerguery for specific moduley E

The Search function should return results drawmftbe module’s name
author list, citations, tags, description, and peter fields.

R4.3.4 Most modules could have 2-3 required mégagarameters on them al O
several more optional parameters. The possibility gwitch on
these additional options simply clicking on the mied could be useful.

R4.3.5 Provide a service for users to upload wovksl. D

R4.3.6 Provide an interface to allow users to $gbee-authored workflows an E
execute them with a new/existing research set.

R4.3.7 Provide the capability of editing an exigtworkflow, and executing it. E

U4.4  Search the history of a given workflowfitml a particular version of it for use in a
specific piece of research. D

User Requirements

R4.4.1 The possibility to compare different versiaf the same workflow. D

R4.4.2 Each workflow is described by its componeftewed as in 3.1.5 D
highlighting the differences of each version anditsyprovenance (wh
built it, uploaded when, changed when), their neppligations or
improvements.

R4.4.3 Select “Unfold history” to see older versmf the workflow, meaning als D
versions where no one has changed the workflowspebut one of thy
packages/algorithms making up the workflow.

R4.4.4 An old workflow can then be selected bykitig on it (perhaps one nee| D

to rebuild it.)
R4.4.5 Provide a service for uploading workflows. D
R4.4.6 Provide capability to annotate history @fakflow. D
R4.4.7 Provide an interface to search existing Wlmns and their respectiv| D
history.
R4.4.8 The possibility to use a workflow as it vaasa given date by entering t| O

date of interest.

U4.5 Store a history of each workflow executimsearch set and settings. Allow user
annotation of such information. D

User Requirements

R4.5.1 The progress window output from 4.2.2 cduddsaved as a file, with| D
header consisting of a description of the dataisetl and the settings ma
for each (named) algorithm in the workflow (this ynalso be save
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separately as a “workflow setup”, which lists detparameters that we
given to the workflow’s algorithms.) It may end Wwisome user generatg
comments as in 4.2.3.

R4.5.2 The possibility to efficiently retrieve sorsandardized workflows that a| D
used in daily routine tests and procedures byfit labs.

R4.5.3 Provide capability to annotate history efakflow. D
R4.5.4 Provide an interface to search existing Wmns and their respectiv| D
history.

U4.6  Process raw output data by importing tbinser specified analysis tools and toolkits.
E

User Requirements

R4.6.1 Save the data set which has gone througivdielow with a label unde| D
“My account’/’"My processed sets.”

R4.6.2 Allow transformation of data to suit the deeof some analysis tooll O
Provide conversion tools for toolkits compatibility
R4.6.3 Build a range of common analysis tools thiinfrastructure (but licensin O

may prevent this).

R4.6.4 Save analyzed data under “My account”’/’"Myalgred sets” with linkg D
connecting each analyzed set to the correspondimgegsed set (by actu
linking or by naming convention).

R4.6.5 Save the workflow setup and the progressdovin output under eac O
processed set.

R4.6.6 Define a simple drag and drop interfacerostlento connect the raw da D
outputted to the next workflow as input.

R4.6.7 Define a simple click interface in ordeatd raw files. D

R4.6.8 Allow user to use data in their desired fairm 6]

R4.6.9 Provide notifications to users on the stafuspipeline.

R4.6.10 Upon completion of a workflow, allow useysiownload raw data output.

o|m

R4.6.11 Provide the necessary functionality to et raw output into the desire
data analysis software.

R4.6.12 Enable some basic analyses using inbutisstal tools such as thoy D
provided by FSL.

S5. Validation of Workflows:

A user creates a new workflow and runs a test skettaising it. At each stage in the execution
of the workflow, the intermediary images or data atored and a full provenance track is
kept. After results are produced, the user exantimegrovenance to check that each stage of
the analysis was completed correctly. The raw tesafte then exported into the user’s
preferred analysis tool and the whole process te@do the researcher’s history for future
reference. Initially the new workflow produces sorpeor results during testing. The
researcher therefore looks at the logs of the imrkexecution and locates the problem. The
user then interacts with the system to make chatgyése relevant settings and re-runs the
test study. This time the process runs correcttyrapaningful results are produced.
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Pipeline / Workflow

e
- Error : :

Researcher

Searches for Error

Provenance Database

Annotate to Wam
of Potential Error

Indicative Use-cases:
U5.1 Validate a workflow using provenance dat#éocate points of failure in it. E

User Requirements

R5.1.1 | Load the workflow into a variant of the wanea in 3.1.2. The order of tf D
boxes and layout of the workflow cannot be changetlpy clicking on eacl
box the appropriate set of provenance data canelpeed: lists of images tha
can be put into the viewer (possibility to compareges, from differen
provenance sets and within sets) and numericalubulgta (chi-2 etc). Als
the workflow setup can be viewed.

R5.1.2 | To check for errors try to execute the workf E

R5.1.3 | If any errors are found it could be usefialtta dialog box will pop up listin| D
all the errors found in the workflow.

R5.1.4 | During the validation of the workflow the tputted data should b D
visualized.

R5.1.5 | Provide user capability to browse provenatata collected from executiq E
of workflows.

R5.1.5.1| he interface should be user friendly, and allow boswsing of process b D
process provenance data.

R5.1.5.2| Provenance data should link to the intermediarypwuproduced durin¢ E
execution of the workflow.

R5.1.6 | There should be a way to report outlierstartae able to check intermedig D
data for such indicators (this would be very udgful

U5.2 Search for an appropriate reference daate automatically verify the output from a
workflow and create a test set for a newly devedog®alysis workflow. D

User Requirements

R5.2.1 When someone has developed a workflow, adpthey can be asked | D
specify a reference data set to be associated thighworkflow. This
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reference set can then be found as a propertyeofvtirkflow (“Test with
reference data set?”).

R5.2.2 Generate a new data set for testing oleéworworkflows. 0]

R5.2.3 | The possibility to add a reference datdacséte workflow’s properties, eve O
for those who have not constructed the originalkflow.

R5.2.4 It could be useful to be able to choose feonumber of predefined referen D
data sets (for example: one characterized by 3Dmwvetric images, fMR
images, DTl images, PET images), comprising 3-5 images of reference.

R5.2.5 Provide a tool to users to browse and seddetence data sets for executj O
with a workflow.

R5.2.6 Provide the user with a comparative anabysike output produced to outp D
in the reference data set.

U5.3 Report errors in workflow execution. E

User Requirements

R5.3.1 | The error report button in the 4.2.4 GUIdsean email to the approprig D
place with information regarding workflow setup, nkfbow name and dat
set properties. It should also generate an errorben for convenience an
easy follow up.

R5.3.2 Inevitably, some of the instances of a meduwuld fail sometimes and tl D
execution of the module could be stopped denoheddilure. In this case,
could be useful to have a viewer box in which lé failed instances of th
module could be shown. With this information neuBRusers coulg
diagnose the problems encountered during the eracat a workflow and
hopefully solve them.

R5.3.3 Provide notification for critical events ohgr an execution of a workflow. | E

U5.4  Annotate workflows with version informat&nd a full change history. D

User Requirements

R5.4.1 | Add a comment to a workflow which can benseeder “Unfold history” in O
4.4.3.

R5.4.2 | The possibility to make a stratificationtioé¢ different usage of each speci O
workflow.

R5.4.3 Useful to understand which are the most usddes by the scientifif O
community to analyze different type of acquisitiotfsrough different
workflows.

R5.4.4 Provide a repository for workflows with viers control management. E

R5.4.5 Provide user friendly interfaces, integrateith the workflow authoring D
software to upload/download/update workflows towwekflow repository.

R5.4.6 | The repository should have the functionalityadd annotations from us D
about versions of the workflow. For a workflow thasides on neuGRID
versioning mechanism (version control system) shbel present including
description of the differences between versions.

R5.4.7 The repository should log and document heatbchanges to a workflow. | D
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U5.5. Annotate a workflow with information regargl the settings that are appropriate in
different situations. D

User Requirements

R5.5.1 As 5.4.

R5.5.2 | The possibility to summarize the most useiudl appropriate paramete
used in the workflows through synoptic tables.

R5.5.3 Ease of reference parameters.

00| O|0

R5.5.4 Provide capability to users to annotate Wawns, providing information
about settings of the workflow in different exeouticontexts.

S6.  Validation of Results using ProvenanceaDat

A workflow yields some surprising and possibly sigant results. A researcher wishes to
confirm that the results are accurate and iderdifiy mistake that has been made. By
analyzing all the intermediary image sets and wovkfexecution logs the user is able to
manually verify that the results were incorrecislfound that the error was due to a specific
group of images interacting badly within the wookil The user annotates the workflow so
that other users are warned if they attempt a amathalysis.

neuGRID Store Pipeline / Worldflow
Visualisation
&'"_'.';1 Define Study Set Execute Pipeline —]
Y e— Ese— Output Raw Data Analysis Tools
FBE 3000 Images \
Researcher
- - Tracking
[ ] H
Kl Manual
i Verification
e i of Steps Analysis
—
VUme Provenance Database

Researcher

Study / Research
QOutcome

Indicative Use-cases.
U6.1 Capture a complete provenance of workiaecution. E

User Requirements

R6.1.1 Store intermediary execution steps.

R6.1.1.1| The workflow processes and the workflogahould be saved (see 4.5.

0| g|m

R6.1.1.2 | The intermediate, processed files (provenance data)saved as wel
according to the structure Run number/Process nufibbg e.g.
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Run5/Process?2 (Brain strip)/file_no5. It is us@fube able to save the outg
from more than one run at a time, for comparisappér limit could be 1(
runs), and can be found under “My data sets”/"Pnawee data.”

R6.1.1.3| Provide explanation and details of angrserthat occur and report possit E
causes.

R6.1.1.4| Send potential errors to the neuGRID attnators if the workflow reside| D
on the neuGRID infrastructure.

R6.1.2 Keep a full record of all intermediary imagad data. E

R6.1.2.1| The tree structure in 6.1.1.2 should mslude a summary of any numeriq D
data that is produced (chi-2 etc).

R6.1.2.2 | Store error messages and be able to nevigaugh them. E

R6.1.2.3| Post problems on a neuGRID technical forum 0]

R6.1.2.4| All intermediary data and related logsusthdbe stored during workfloy E
execution.

R6.1.2.5| Provenance data should be presentedserdriendly fashion. D

U6.2 Carry out a manual verification of all tlstages that have been processed during
workflow execution using the data stored in thevprance database. E

User Requirements

R6.2.1 | The possibility to import selected filesnr®.1.1.2 into the appropriate st D
in a given workflow using the GUI in 4.2.4 and aysa& with toolkits.

R6.2.2 | Taking the output from a single step in akffow and looking at it in the D
viewer/seeing the full text output (see 5.1.1).

R6.2.3 | The possibility to recall single workflownfctions that were used at eg E
processing step using a simple command line irterfa

R6.2.4 Provide the user with an interface to brovesecompletely execute E
workflow, process by process, and enable user ®w vall relevant
intermediary output and logging information.

U6.3 Search the provenance database for intieiggghformation. D

User Requirements

R6.3.1 | The possibility to check image anomaliesuljh a specific link. @)

R6.3.2 Compare the outputted raw files with infotiora from saved workflows (if O
any exists.)

R6.3.3 Provide a querying interface to the proveeastore. D

U6.4 Perform statistical analysis on the prosece data. O

User Requirements

R6.4.1 Check for additional abnormalities passe@rowm silence (weak fiel¢ O
inhomogeneities, ringing artifacts etc.)

R6.4.2 Compare the results obtained with referemeges. D

R6.4.3 Allow user to export/download provenanceadat their computer syste| D
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and perform statistical analysis on it.

R6.4.4 Results to be saved as a property of theepeonce data set. Files go un( D
Run number/Process number/User-selected analysisuse/files.

R6.4.5 Provide any necessary format conversiorstool @)

U6.5 Annotate a workflow with information redarg potential errors and
incompatibilities. D

User Requirements

R6.5.1 | As 5.4.1. The workflow comments should reubstructured text inputs b| O
sorted into categories (General, Errors, Inconscgs, Comment made |
<name>.)

R6.5.2 | When an error occurs a red colour coulddsel wo depict that the workfloy D
has a problem.

R6.5.3 Provide a user with the capability to anteot@n item in the provenan(¢ O
store.

U6.6  Search a list of common errors that arewn to affect a given workflow. D

User Requirements

R6.6.1 Search and display workflow comments regardirors. Also, automaticall D
save and compile statistics on which errors cropdugng the run of 4
certain workflow.

R6.6.2 See neuGRID technical on-line forum.

R6.6.3 Create a frequently asked question sectosresach workflows.

0|00

R6.6.4 Provide the user with information about camrerrors that severely affect
workflow.

S7. Online Collaboration:

Sharing Workflows

A new workflow has been developed and verified. serudecides that it might be useful to
share it with other researchers in the field. Therunakes the workflow available to a team
from a partner institution in a given project. Tdtber team is delighted as it saves them some
time and effort. The research that is produced @aekedges the contribution of the workflow

it becomes an established research method mordlyultan would have been possible
otherwise.
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Researcher

Share Workflow

Online Collaboration
Tools

7\
N

Researcher Researcher

I ndicative Use-cases:

U7.1  Control access to workflows and allow gsép create and manage groups of
collaborators with whom they wish to share work8ow

U7.1.1 Publish a new stable workflow withinrawgp or wider community. E

User Requirements

R7.1.1.1| A researcher on uploading / publishingoakilow, should be able to defin E
access permissions for individuals or groups.

R7.1.1.2| Provide a service where users can uploddlaare workflows.

R7.1.1.3| Authorization should identify users unigue

Qm|m

R7.1.1.4| A specific group member should be ableshare a workflow with othe
members of that group.

U7.1.2  Publish a developmental workflow fortites and evaluation within a group or
wider community. D

User Requirements

R7.1.2.1| Asin 7.1.1.1 but the uploading researcharalso tag the workflow as ung D
development, which will show up clearly in connentito the workflow,
name, when searched for and viewed (as in 3.1.5).

R7.1.2.2| Allow users to create virtual groups witthie service @)
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U7.1.3 Leave feedback regarding the effectiseé workflows. O

User Requirements

R7.1.3.1| See 6.5.1. Workflows under development rhaye more categories | O
comment under.

R7.1.3.2| Users should be able to provide feedbackcamment on workflows thg O
have been created by other users

u7z.1.4 Provide information on the authors ofwarkflow and suitable references for
referencing them in scholarly work. O

User Requirements

R7.1.4.1| See 3.4.2. 6]

R7.1.4.2| Users should provide details about themselin their accounts, th| O
information should be associated with workflowsytipload.

U7.1.5 Share an interesting workflow with aeatjue. O

User Requirements

R7.1.5.1| See 3.4.2. ©)

R7.1.5.2| Users should be allowed to share a workflath another specific user ¢ D
the service, irrespective of groups.

U7.1.6 Reproduce the results of another redetgam. D

User Requirements

R7.1.6.1| To reproduce results exactly, one neezlsvtirkflow and the data set it w{ D
applied to (i.e. the search property set). Thislacdae accomplished b
having research teams enter their publications artoarticle database
neuGRID. When entering the publication referenke,team could be aske
to supply the names of the used workflows and § odphe search propert
set. This could be a requirement, which if not ejdenies access to t
neuGRID project.

R7.1.6.2| Provide users the capability to downloadvarkflow, import to their D
workflow execution environment and compare withutess of previous
executions.

R7.1.6.3| There should be a way to reuse a givasdabn a given workflow. E

U7.1.7 Certification of workflows. D

User Requirements

R7.1.7.1| A policy is needed for who can certify Witows and the process by whi¢ D
certification takes place in neuGRID.

R7.1.7.2| Provide tools for certifying a workflowcacding to 7.1.7.1.

OO

R7.1.7.3| An administrator should manage and conth@ certification proces
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including requesting information regarding the d#safiware/workflows ag
needed.

U7.2 Request a given research community tolole\'enew workflow for a particular task
or add a feature to an existing method. O

User Requirements

R7.2.1 Supply contact details when uploading a fi@wn 3.4.2.

O|0

R7.2.2 Provide a category of tags that can be atttladvorkflow and allow users {
request new features.

R7.2.3 Share new workflow features with the rese@@mmunity according to th D
permissions of the various groups.

R7.2.4 | After a certain period of exclusivity wokis of a given quality should i O
shared with the entire neuGRID community.

R7.2.5 Provide functionality within the servicediable users to request a workfl¢ O
for a particular task from other users.

U7.3 Get assistance with the construction ebmplex workflow from the wider research
community. O

User Requirements

R7.3.1 Provide a category of tags that can be attdadvorkflow and allow users{ O
request assistance from more experienced resesarcher

R7.3.2 Possibly a discussion forum could be comuketd workflows with differen] O
tags (this might ease the pressure on the comraeati®n of the workflows.

R7.3.3 Provide forum type functionality within tlservice, in order for users | O
discuss and solicit advice from other users abonstuction of workflows.

R7.3.4 | A user guide is necessary. D

R7.3.5 | A technical glossary should be created. D

U7.4 Request and interact with a consultarddostruct a workflow. O

User Requirements

R7.4.1 NeuGRID-affiliated application specialistedaconsultants manning a bui| O
in helpdesk would be helpful.

R7.4.2 Organize a mailing list for workflow consitors so that important messag D
can be circulated.

R7.4.3 Provide functionality to interact with voteer specialist users to constr{ O
new workflows.

R7.4.4 | Specialist users may be given a specialumtcand may at their choice | O
listed for easy discovery.
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U7.5 Identify weaknesses in workflows and aa aommunity to resolve them quickly. O

User Requirements

R7.5.1 Provide a forum type capability to discugec#ic workflows, in cas¢ O
problems arise, see 7.3.2.

R7.5.2 Create a neuGRID community in which userssee which modules are t| O
most used, the statistic concerning the differeotkifows, the efficiency o
malfunction of these workflows, and other varioapits of interest for thy
users.

U7.6 Rapidly deploy advanced techniques and adee collaboration for training
purposes. O

User Requirements

R7.6.1 Supplement 7.3.2 with a more general nditozed. D

R7.6.2 Organize some webinar meetings. ©)

R7.6.3 Provide a modular service, so that new featean be added to enharn E
collaboration between users.

U7.7 Keep commercially or otherwise sensitioekflows private and secure. E

User Requirements

R7.7.1 | See 1.5. E

R7.7.2 Identify different levels of security anch@identiality within the grid. E

R7.7.3 | Access can be restricted to one person Bnbyide users with the capabili E
to restrict workflows from public access.

Sharing Results and Histories

A user interacts with the system to search exisinglies and to compare, contrast and
validate their results against research from ogineups. This process helps the researcher to
identify an error in their methodology and prevetiiem from making any embarrassing
claims. The researcher did a similar study six merggo and is worried that it too, might
have been influenced by a similar error. The usekd up their research history and identifies
the appropriate study. The original process camebein on the original data set using the
stored settings and pipeline configuration. Thi®ves the researcher to confirm that the
previous results were correct.

Indicative Use-cases.
U7.8 Create groups of researchers with similaverlapping interests. O

User Requirements

R7.8.1| Ad “Research interests” to the profile data entene?.1.2.

O|O

R7.8.2| Similar interests could be assessed during usestragon through a simpl
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and fast questionnaire as checklists or free, bahte text.

R7.8.3| Allow users to create virtual groups within thesee. ©)

U7.9 A user can search their and public histerfor a specific workflow execution and
allow it to be re-run on the original or new dateD

User Requirements

R7.9.1| The workflow setups from 4.5.1 can also be savetl ssarched under “M| O
workflow setups”. They should be coupled to theadsdt processed with the
criteria (or the search property set used to geémetae data eventuall
processed by the workflow in that specific setup).

R7.9.2| A tag can be set specifying that the workflow satupublic. Then a search f( O
a specific workflow execution can also includemlblic workflow setups (an
their connected processed data sets/search praetsy

R7.9.3| Provide a simple query interface through which pasecutions can b| D
discovered.

R7.9.4| Functionality should be provided for the uploademgd updating of specifii O
workflow execution instances, and upload/link tdevant output data an
workflow specification.

R7.9.5| A user should be able to download an archived vmnkfspecification and D
select new/existing data set for processing.

U7.10 Allow records of common mistakes to be $eatdo improve the training of new
researchers. O

User Requirements

R7.10.1| Create a FAQ like page for “Frequent errors”, whiaight give tips on how O
to check that the output from block A is possildeise as input in block B i
a workflow.

R7.10.2| Create a user comment database where researchersota mistakes the O
made and how to avoid them.

R7.10.3| Log the error outputs and compile statistics orirtirequency. The helpdes O
(7.4.1) could help connect the error outputs tontietakes creating them.

R7.10.4| Save a certain amount of bad workflows executitva$ $hould be useful § D
examples for the new users of the neuGRID platform.

R7.10.5| Make a validation test on the main tools that nelisprovides.

D
R7.10.6| Provide/maintain a documentation of common workflovgtakes @)
R7.10.7| There should be a way to store non-standard pafigical examples etc f¢ O
a given workflow in a separate store.

The remainder of this Section considers in greadé¢ail, the image processing and statistical
analysis tools that are in frequent use by thearebecentres within the neuGRID project.
The purpose of this is to provide an increasedllef/eletail regarding individual software
packages and tools. It was generally felt thatudiclg these within the earlier requirements
specification might complicate what is presented an this dedicated segment has been
created. In D6.1 it was proposed that the braimgingatools broadly fall into the following
categories:
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Image Processing

This includes a library of image processing aldmnis focused on manipulating the source
Images so as to ultimately extract features ofith@ges which can be used in a variety of
statistical analyses. Examples of this include, 8patial normalization and blurring
operations necessary to perform so-called VoxekBadorphometry (VBM); the registration
and surface extraction algorithms used in the egion of cortical thickness (e.g., the CLASP
algorithm [8]); or the registration and voxel clfisation algorithms used in brain tissue
identification. Some real-world examples include:

Example 1. FSL/TBSS

A recently released version of FSL, with the lategérsion of TBSS, was
needed to be installed. TBSS was then run on 6Insscaach of which was
under 1MB in size. TBSS required CPU intensive wakions to be run on
each pair of scans. Therefore, 3,721 jobs, whicloktoabout 30 minutes
each, needed to be run. Combining the output of tB&21 jobs was
easily performed on a single machine after the detigm of all the
jobs.

Example 2: FLUID

For an Alzheimer's study, 180 pairs of MRI scansedeel to be compared
to detect how the shape of the brain changed overe.t The specialized
software Fluid, which was available as a Linux exable, was used to
compare the pairs of scans. The FSL routines BHEO &LIRT were used to
pre-process the scans before Fluid. Each pair ofnssctook about 6 hours
of CPU time to process. Each individual scan wamiaB3MB in size.

Statistical Analysis

This includes any statistical analyses performedata, be they “raw” (unprocessed)
source data or more likely data processed usintitrey of methods covered
under “Image processing.”

Statistical Analysis Example:

In order to locate structural changes within thgpbicampal formation in AD patients of mild
to moderate severity, several analysis steps ar®rpeed. First of all, the hippocampal
formation has to be isolated by manually tracingviRI coronal slices. Then 3D parametric
surface mesh models are generated from the maraegiyiented hippocampal tracingse
models of each individual’'s hippocampi are analyme@stimate the regional specificity of
hippocampal volume loss in AD compared to contrdts assess hippocampal morphology, a
medial curve is automatically defined as the 3Dveutraced out by the centroid of the
hippocampal boundary in each image slice. The raimEe of each hippocampus at each
boundary point is assessed by automatically mesguhe radial 3D distance from the
surface points to the medial curve defined for viwiial’'s hippocampal surface model.
Shorter radial distances are typically used as ratex of atrophy. Atrophy maps are
visualized on 3D models of the hippocampal fornratithe percent change relative to control
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and the associated P value describing the signidieaf group differences are plotted onto
the model surface at each point of the hippocanugugg a colour code to produce statistical
maps. Overall P values are computed for the mapsedeft and right hippocampal formation
using a permutation testing approach. Permutati@thods measure the distribution of
features in statistical maps that would be obsebsedccident if the subjects were randomly
assigned to groups and provide a P value for tserobd effects that is corrected for multiple
comparisons.

Percent
Deficit

Figure 4: Topography distribution of atrophy in thippocampal formation of AD compared to elderlyirols.
On the right is shown the hippocampal volume lassesponded to a P value ranging from 0.10 to 0.00

The following table lists the pipeline tools thakan frequent use by the research centres
within the neuGRID project.

I nstitute PIPELINE TOOLS OPERATIONS | Analysis
Tools

VUMC (See - FSL Tools (FMRIB Software Library) SPM (Statistica
APPENDIX A) Flirt, Fnirt, FDT, FAST, BET, FEAT| Parametric
Melodic (visualization tool), Siena, XSiena.Mapping)

MNI (BIC Tools & Software): N3.

BIRN (Gradiant Non-Linearity Distortiol
Correction): Gradient non-linearity.

—J

- DRG Fluid.

. Generic:

51



Image

calculations
subtracting, multiplying etc..)

(addinlg

- Morphological operations on images
« File format conversion
Kl (See| CIVET Pipeline (Pipeline 3) (CIVET Pipeline),Hermes (Herme$
APPENDIX B) FSL, Brainvoyager, Matlab, AFNI, E-prime apdedical)
Statistica. (Pipeline 1 andg
Pipeline 2)
FBF (See FSL Tools: FMRIB’s Diffusion ToolboX¥ SPSS,
APPENDIX C) FDT 2.0, Melodic, BET Function, Flir{, SPM, (Statistica
Fnirt, Siena, Melodic Parametric
Mapping)

New Promising Tools FBF is evaluating:

MNI Tools: Display, Register,

Brainsuite

LONI functions (LONI Software Tools)

Dual_warpe_warpcurve,
Decoder_blend_all, mk_seg16bit, mk_gr
add_gray_to_inflated LEFT1,

add_gray _to_inflated RIGHT1,
pmap_apeVSctrl,
1st_script_tracer_avg_DIAG;
2nd_script_core_test L DIAG;
2nd_script_core_test R_DIAG;
Pmap_DistCore_DIAG

MRIcro (MRIcron) (visualization)

Quanta 6.1

IdeALab Tools (IdeALab)

Image Conversion software: MRIconvert

dcm2nii; nii2ana, fslchfiletype, ...

3D Slicer, VTK, Freesurfer, MIPAV, NA
MIC Kit components, MED-INRIA,
BrainVoyager, BrainMAP

make UVL 1;

Matlab R2008a
R

D
=
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Common Pipeline Tools

Pipeline Tools INSTITUTE

FSL Tools VUMC, FBF
MNI tools VUMC, KI, FBF
Generic Operations (Image conversion, calculations) FBF, VUMC

Common Analysistools

Analysistool INSTITUTE

SPM VUMC, FBF

6. Non-Functional Requirements

Several non-functional requirements have beeniitkhin the previous Section. These relate
especially to user interface and certain perforraanreguirements. This Section specifies the
remaining non-functional requirements that havenbzlected.

NR1 The ability to manage restricted bandwidth hyprsitting processing intensive
standalone computing jobs to the closest high-perdnce grid node.

NR2  Data should be archived and made availaickdly. In this way we will ensure that
the time for image processing will be quick andidvany problem during the sending of
images from one node to another. Another impottiaked aspect could be to move queries
from a centre to another, rather than large questdf data.

NR3 The system should be designed so that it doelldcaled up when new centres, in the
future, will join the project.

NR4 The ability to add unspecified future functibires and modules to the image analysis
processing architecture. This is because neuGRIBX i@l able to evolve and support new
capabilities.

NR5 The system should be capable of ¢ future aisahgckages integration.
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NR6 The neuGRID platform architecture should besasible through and compatible with
all major operating systems (Mac OS, Unix/Linux &dohdows.)

NR7 An online help facility should be incorporatatb the system.

NR8 The system should provide a significantly regucin the execution response time of
major workflows. The reduction factor should be x2000.

NR9 A service level agreement of at least 95% shoel put in place and improved where
possible.

NR10 Users should be equipped with the best pa@ssspbhce of storage and compute
resources.

NR11 The system should be compatible with g-Litddteware.

NR12 The system must be fully compatible with aredable to make use of grid resources
that run a range of different middleware other thdnte.

NR13 Components must not be employed that coupée df5stem to any particular
middleware or software package.

NR14 The neuGRID infrastructure should have a smbée post-project plan. Different
access policies may be employed due to partnegrdiites (Scientists should be guaranteed
by an open source service while Pharmaceutical eomp should pay a fee.)

NR15 The infrastructure must be fully compliant lwiService Oriented Architecture
principles and design methodologies.

NR16 The medical services that are produced aoe teneric and fully reusable.

NR17 Users should “feel at home” recognizing adl thnctions and options usually used in
the different tools of analysis. As a consequeafiehe analysis functions used through the
packages incorporated in neuGRID and, already éninside the neuro-community, must be
present. In this way the users should be able s$talinand operate inside the neuGRID
platform with little or no training.

NR18 Where users construct new pipelines themsearesppropriate disclaimer should be
put in force regarding potential errors.

7. Mapping Requirements to Project Tasks

This Section has been created primarily for workpge leaders and developers within the
project and suggests an initial mapping of requaets to specific areas. Relevant tasks are
also listed and described. This process will car@ito evolve as the project progresses and it
is difficult to be completely accurate that thiage. It will be a clear aim of the revision of the
user requirements specification at the end of ywarto update and finalise this information
with input from clinical researchers and developers
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Work package number WP5Start date or starting event: M1
Work packagetitle Brain Imaging Services Provision
Activity Type SVC

User Requirements

R1.1.1 An interface is required for the upload mkges and data sets into d| D
stores. This should allow images to be imported ite “storage areg
(drag and drop or lists of file names.)

R1.1.2 A basic QC viewer which allows comparisonween different sets g E
images. It should be possible to show a DICOMDuringt éeast one imag
from each series to check for any information thag leaked through th
anonymization steps.

R1.1.3 The ability to record the outcome of mar@@l validation. D

R1.1.4 A tool to delete images of inferior quafitym a set. E

R1.1.5 Provide software to enable the anonymizatiodata sets. The ability { E
easily anonymize the principal image fields defirgdneuGRID ethical
committee (if they are not already treated in s@me¥ious steps) ensurir
that no identifiable patient information crosses thetwork (Image
Scrambling and Anonymization.)

R1.1.6 The ability to adapt to new ethical poligesecessary. D

R1.1.7 Logs should be kept outlining exactly whaswploaded and by whom.| E
tool to save the set (list of files) which will lo@loaded (in case uploads
is delayed or interrupted for some reason.)

R1.1.8 A means of preventing duplicate data upload. D

R1.1.9 The ability to visualize image(s) metad#taqgisition Plane, Acquisitiof D
type and Field strength.)

R1.1.10 The ability to visualize image field inhogeneities, subject position at D
artifacts.

R1.1.11 The possibility to perform corrective stepamages. D

R1.1.12 Security and authentication of users shbalénforced before images ¢ E
be uploaded.

R1.1.13 Documentation should be provided that @sfiguality control and ethic{ E
compliance.

R1.1.14 The system should allow new anonymizatiathods to be applied ¢ D
privacy standards evolve.

R1.1.15 Quality control should be done automatycathere possible (number ¢ D
images in series ranges of TE and TR values, gixek, used coils etc.)

R1.1.16 It should be possible to do some manuditguantrol: visual inspection E
on snr, movement artifacts, inter-slice movemeat {fiterleaved scanneg
series) etc. to assist the visual inspection psgcas orthogonal viey
should be provided so that checks can be made figsimg slices
and artifacts between the slices.

R1.1.17 Something similar to the Linux/Unix stringgmmand should be execut| E
on at least one image in each series, to checkhfdden patieni
information.

R1.1.18 If face scrambling is required, a surfaa@dering tool should be availa D
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and used to show the effect of the face scrambling.

R1.1.19

It should be possible to trace back datmerGRID to the original dat
(perhaps at the core labs)

R1.1.20

When data is uploaded into the neuGRIDagtrarea access restrictid
should be specified.

R1.2.1

An interface is required for the upload mkges and data sets into d
stores. This should allow images to be imported ite “storage areg
(drag and drop or lists of file names.)

R1.2.2

A Basic QC viewer which allows comparisatween different sets (¢
images is necessary.

R1.2.3

A tool for deleting images of inferior quglfrom a set is required.

R1.2.4

Provide software to enable the anonymizatiodata sets. The ability
easily anonymize the principal image fields defirmdneuGRID ethica
committee (if they are not already treated in s@me¥ious steps) ensurir
that no identifiable patient information crosses thetwork (Image
Scrambling and anonymization.)

R1.2.5

Logs should be kept outlining exactly whaswploaded and by whom.
tool to save the set (list of files) which will lo@loaded (in case uploads
is delayed or interrupted for some reason.)

R1.2.6

A means of preventing duplicate data upload.

R1.2.7

The ability to visualize image(s) metad#®&aduisition Plane, Acquisitiof
type and Field strength.)

R1.2.8

The ability to visualize image field inhoneogities, subject positiol
artifacts.

R1.2.9

The possibility to perform corrective stepsimages. The possibility t
perform specific correction steps for each kind axfquisition: Gradwaryj
and Non-uniformity correction for MRI images. Rgaling, unwarping an(
slice timing correction for fMRI images. Pre-prosieg steps for PE]
images  with particular attention to the ADNI proots
(http://www.loni.ucla.edu/ADNI/Data/ADNI_Data.shtml

R1.2.10

Security and authentication of users beforages can be uploaded
managed. There should be a certificate-based sytstedentify users an
to perform access control.

R1.2.11

Documentation should be provided for penfog appropriate qualit)
control and ethical compliance on data sets.

R1.2.12

Provide software for format conversion

R1.2.13

The system should allow new anonymizatiathods to be applied 4
privacy standard evolve.

R1.3.1

Define a set of image data rules for nelSR checklist should b
provided which itemizes the image parameters tbhatirto be removed (
added to the set to make it comply with the neuGBtEhdard data mod
(e.g. date of birth missing in images XX)

R1.3.2

A form/tool to allow complementary inforn@ti to be written to thg
uploaded set, perhaps with a reporting mechanism.

R1.3.3

The ability to remove parameters not inallileneuGRID standard

R1.3.4

The presence of an Image Data Archive welunrgerface to establish th
suitability of images before being uploaded/usedthe neuGRID dat;
store.

R1.3.5

Quality control needs to be done both lgcétlach centre should on
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upload high quality/usable images) and centrally ¢@loaded image
should undergo quality control with a unified crigg.

R1.3.6

Provide software to check if uploaded data sonform to the neuGRI
data model, and provide tools for conversion ifuiegd. There should b
tools to convert a given data set to the neuGRI@ dedel. This could b
supplied to the core labs, neuGRID users or both.

R1.4.4.1.

The ability to search for images basedulnect and image-related crite
including (type of illness, date of birth etc.).

R1.4.4.2.

View images, form image collections (usellections) and downloa
images in several file formats.

R1.4.4.3.

The possibility to use two different @sh modalities: BASIC
(Subject_ID, Sex, Age, Modality, Series descriptimr ADVANCED
(Diagnosis, MMSE Score, GD Scale Score, TE, TRgeSthickness an
more) with different fields / levels of search.

R1.4.4.4.

The ability to store and manage usenddfdata collections

R1.4.4.5.

The querying language should be usendiyeand querying interfac
should be operable by both technical and non-teahnsers.

R1.4.5.1

Search QC records for images that pasg&en get of QC parameters

R1.4.5.2.

View the QC records, sorted after paramef choice (not just Q(
parameters.)

R1.4.5.3.

Search and view the record of format eosions that have been applied
an image/image set at upload.

R1.4.5.4.

The ability to display the QC resultsdily to the users with the subje
image.

R1.4.5.5.

The anonymization process shouldn’'t Béoha to the final user. This ste
could be done within the neuGRID consortium andukhonot be
accessible (except for special privileges) by the @sers of neuGRID.

R1.4.5.6.

neuGRID system images should be uploaated stored as DICON
images. The image conversion process is somethaighias to be don
during the different pipelines and, consequenfiysamething that could &
checked by the final users as output. In the cheseetisn't a DICOM
definition for a given type of image (e.g. MEG inea) data can b
uploaded in the original file format (but should flodly anonymized). Bui
there is no promise that all the workflows will Wan it.

R1.4.5.7.

Provide provenance information relateshéalifications made to a data s
Provenance information may include modifications dmafor quality
control, ethical compliance, anonymization, anynfat conversions thé
were necessary and related information.

R1.4.6.1.

A copy of the initial data should be ksgfely.

R1.4.6.2.

No seriously corrupted or unusable dataulsl remain in the neuGRI
data store.

R1.4.6.3.

Provide tools to detect corrupted dats s@d to recover them as require

R.1.4.6.4.

Once data has been made available tos,usasure that it remair
unaltered (with the exception of legal requirememtgen if it has som
degree of corruption. Any improvements to the @atahandled by makin
a new version available to users while still kegpithe old versior
available to users. It should be clear to userswis the most up to da
version.

R1.4.6.5.

Delete corrupted data.
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R1.4.6.6. | Locate origin of corrupted data and harntlle possibility of systemi D
problems

R1.4.7.1. | Select data sets or groups (R1.4.8.®etaemoved as defined with| E
authorization levels.

R1.4.7.2. | An automatic report of removal to be senthe uploaded site contg D
email.

R1.4.7.3. | Provide functionality to delete data $eis the data store. E

R1.4.7.4 | Provide functionality to delete data sétsm the user collection E
(R1.4.4.4))

R1.4.8.1. | Select a data set that fits a certataraui

R1.4.8.6. | The possibility to define the roles aé@fic data in the AD pathology. D

R1.5.2.1. | Compose ethical agreements in writingctvraccompany a chosen di E
set/group.

R1.5.2.2. | Unless agreed to in writing, an ethicedistricted set cannot be used. E

R1.5.2.3. | Log the users who use such a set (se&2).4vith a flag that they hay E
agreed to be bound by the ethical agreement.

R1.5.2.4. | Define different agreements and set mifferules for public, academi| D
research, and industrial neuGRID users.

R1.5.2.5. | All users should accurately provide reteet information regarding wh E
will use neuGRID data and the analyses that armnpia

R1.5.2.7. | Provide tools to configure and definacathrules applying on stored dg D
sets.

R1.5.2.8. | There should be a description of thecathiules (used informed conseg E
for this data set etc.) for a given data set.

R1.5.3.1 | A user may wish to check whether an exgstiorkflow also works for ¢ E
private dataset which holds a rare subset of patigiRl scans. A way 0
temporarily uploading the private dataset to neuRItherefore required

R1.5.3.2 | The dataset in R1.5.3.1 should be acdegsilexisting pipelines, upload¢ D
batch scripts (e.g. bash) or Linux executables.

R1.5.3.3 | A temporary dataset should be accessibla fgiven period of time an D
then be removed from the system.

R2.3.3. Store the resulting data sets (lists) uiadebel under “My account’/"My D
data sets”.

R2.3.4. Note prominently which property sets/metts/slata lists are bound | D
which ethical agreements.

R2.3.5. Provide an interface which allows userddfine groups of search resu E
for research purposes.

R2.4.1. The ability to basically visualize data @hincludes: E

R2.4.1.1. | Clinical biological data (e.g.: Tau, A®2; P-Tau 181P , Tau/Abl1-42 | E
Taul81P/Abl-42) regarding the group of patientssiwred in a specifi
study.

R2.4.1.2. | Imaging data (DTI, 3dT1, T2, PD, fMRI, BEegarding the group q E
patients considered in a specific study.

R2.4.2. The provision of a summary of a user’s asde sets in list form und¢ D
“My account”/’My data sets”.

R2.4.3. View condensed lists of clinical biologickdta and the imaging data § D
properties (44 images with a 3 T camera, 1445 fééreint patients in 194
etc.) under “My account’/My data sets”

R2.4.4. The possibility to generate some descepshatistics about the paramet( D
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that have been chosen using a basic statisticdagacthat is integrate
within the infrastructure.

R2.4.4.1. | Provide appropriate visualization todiattare integrated in the searn D
utility.

R2.4.4.2. | User should be able to visualize damwgh or without download. D

R2.4.5. An image viewer should be provided thavjles a convenient browsir E
mechanism for users.

R2.5.1 A research set can be generated again tlsengaved property sets, | O
accessed from the saved data set lists.

R2.5.2 Each user has the possibility to view andirdoad his/her own “Use O
Collection” for local back up.

R2.5.4 Perform actions on stored datasets and sn@geving, copying, deleting D
renaming, add new images,...).

R2.5.5 Search utility should be able to export sank searches for future use. | O

R2.5.6 Saved searches should be easily accesglda wnterface. O

R2.5.7 It should be possible to store a querywss used to generate a certain| O
of data as a research set. (this is the propetrtysptioned in 2.2.4)

R2.6.1 A viewer should be provided, together witiiormation regarding th{ E
guality assessment that was made by the reseatbhtruploaded th
image.

R2.6.2 A “Comment on this image” facility: otherems’ comments might b O
visible under a special link in the data list.

R2.6.3 It should be possible to share specificaresesets with some predefin( D
groups giving information about research methodga dype and othe
iIssues.

R2.6.4 The possibility to express a judgment alibatquality of data could b D
useful. Then, this judgment (e.g.: 4- Excellent8ed; 2-Sufficient; 1+
Bad) could be taken into account during the creatioa research set.

R2.6.5 Provide tools to determine and monitor dataguality. D

R2.6.6 Software managing saved searches and rhseats, should have th D
functionality to allow permitted users to post coemts and give feedba
on research sets of other users.

R2.6.7 The interface for saved searches will allsers to add or remove us¢ O
from commenting on research sets.

R2.7.1 Comment the set lists in “my data sets” (ommts seen when set lig O
viewed in 2.4.2)

R2.7.2 The information must be of a high-level, and describe the type of | O
specific data user collection in an efficient wéyr example: reporting th
n° of patients, n° of AD, n° MCIl and n° CTR, theg8ence type,...)

R2.7.3 Set “annotation” needs to be strictly cdidgtb users should have th O
possibility to submit annotations (e.g. commentsimage quality, new
measures, ...) but such annotations should be wediecentrally anc
included only whenever they satisfy specific crgeFinally, as measure
are often protocol/scale-dependent the protocdésstaould be specified.

R2.7.4 An interface should be provided for the sgwf searches and have t O
capability for users to provide annotations andadata for saved resear
sets.

R6.6.2 See neuGRID technical on-line forum. 6]

R7.4.1 NeuGRID-affiliated application specialistadaconsultants manning | O
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built-in helpdesk would be helpful.

R7.4.2 Organize a mailing list for workflow congttors so that importar) D
messages can be circulated.

R7.4.3 Provide functionality to interact with voteer specialist users to constri O
new workflows.

R7.4.4 Specialist users may be given a specialuatcand may at their choice | O
listed for easy discovery.

Tasks | dentified

T5.3 Grid implementation (M6-18)

This task aims to demonstrate proof-of-principlatttne LORIS database implementation and
image analysis pipeline software operates transggrever the grid architecture. During the
second half of Phase 1 and the first half of Pl#&ade2 NE and P4 MAAT will set up and
conduct a series of tests which will evaluate amchmare the results of the gridified LORIS
system against the current, non-gridified impleragah. P2 NE and P4 MAAT will develop
a report describing these tests and their findings.

T5.4 Business Models (M24-32)

With input from CO1 FBF, P2 NE will assess existingsiness models that can be applied for
the brain imaging services to be provided to eachet community. As a first step, this
implies that P2 NE and CO1 FBF will establish neliR®perating costs for additional
projects, in terms of incremental hardware and humesources, and train the selected
model(s) through the user-communities. This taslukhlead to an appropriate model and its
adoption for post-project industrial exploitatiohhe deliverable is a proposal which will
include cost models to different end-user commaesitvhich will keep neuGRID viable.

T5.5 Services Provision (M6-36)

Implement the advanced community specific serviegisich address the end-users
requirements, including

but not restricted to:

» Brain imaging databasing with data security/redagan

* Brain image processing (classification, volumetrastical thickness)
» Clinical image databasing (test battery, clinic@asures, genetics)

* Quality control of brain image or clinical data

» Statistical analysis of processed brain imagesical data or joint data

The vast majority of this implementation work wile conducted by NE. NE will request
input from MAAT and P3 UWE where needed; specificatlating to the interface between
the end-user services and the underlying Grid strfuature.
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Work package number WP6 Start date or starting event: M9
Work package title Distributed Medical Service Provision
Activity Type SVC

User Requirements

R1.1.3 The ability to record the outcome of mar@@l validation. D

R1.1.5 Provide software to enable the anonymizatiodata sets. The ability { E
easily anonymize the principal image fields defirgdneuGRID ethical
committee (if they are not already treated in s@me¥ious steps) ensurir]
that no identifiable patient information crosses thetwork (Image!
Scrambling and anonymization.)

R1.1.6 The ability to adapt to new ethical polidgesecessary. D

R1.1.7 Logs should be kept outlining exactly whaswploaded and by whom.| E
tool to save the set (list of files) which will loploaded (in case uploads
is delayed or interrupted for some reason.)

R1.1.14 The system should allow new anonymizatiethods to be applied @ D
privacy standards evolve.

R1.1.19 It should be possible to trace back datmerGRID to the original daf D
(perhaps at the core labs)

R1.2.4 Provide software to enable the anonymizatiodata sets. The ability { E
easily anonymize the principal image fields defirdneuGRID ethical
committee (if they are not already treated in s@me¥ious steps) ensurir]
that no identifiable patient information crosses thetwork (Image!
Scrambling and anonymization.)

R1.2.5 Logs should be kept outlining exactly whaswiploaded and by whom.| E
tool to save the set (list of files) which will liploaded (in case uploadg
is delayed or interrupted for some reason.)

R1.2.13 The system should allow new anonymizatiethods to be applied ¢ D
privacy standard evolve.

R1.4.1.1. | The ability to control and manage thdesysthrough a simple graphici D
interface.

R1.4.4.1. | The ability to search for images basedulnect and image-related crite| E
including (type of iliness, date of birth etc.).

R1.4.4.3. | The possibility to use two different m@®d modalities: BASIC D
(Subject_ID, Sex, Age, Modality, Series descriptiamr ADVANCED
(Diagnosis, MMSE Score, GD Scale Score, TE, TRgeSthickness an
more) with different fields / levels of search.

R1.4.4.5. | The querying language should be usendiyeand querying interfac| E
should be operable by both technical and non-teahnsers.

R1.4.5.1. | Search QC records for images that pgasea set of QC parameters. D

R1.4.5.2. | View the QC records, sorted after paramef choice (not just Q( D
parameters.)

R1.4.5.3. | Search and view the record of format ewsiwns that have been applied D
an image/image set at upload

R1.4.5.4. | The ability to display the QC resultsedily to the users with the subje D
image.

R1.4.5.5. | The anonymization process shouldn’t sk to the final user. This st¢ E

could be done within the neuGRID consortium andufhonot be

accessible (except for special privileges) by the @sers of neuGRID.
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R1.4.5.7. | Provide provenance information relatechtalifications made to a data s| E
Provenance information may include modifications dmafor quality
control, ethical compliance, anonymization, anynfat conversions thé
were necessary and related information.

R2.1.1. Download neuGRID interaction tool bundleléss web-based?). A sign{ E
usage agreement could be put in place.

R2.1.2. Fill in requested neuGRID user data (institname etc) and store as “N E
profile” under “My account”.

R2.1.3. The possibility to become part of a grotipesearchers (start a new gro{ D
be invited to an existing one).

R2.1.4. Sensitive individual data sets will genegtecific access agreements tq E
signed (1.5.2.2), which will be stored under “Myaant”

R2.1.5. All the neuGRID users must be registeréayTwill fill an on-line form in| E
which neuGRID staff will provide both a specificansID and a password

R2.2.1. Select a set of properties with which toegate data subsets from t E
database.

R2.2.2. Generate feedback about the data sets),(Nghich can be sorted after ff D
instance QC parameters, type of camera etc.

R2.2.3. Fine-tune the property set interactively. D

R2.2.4. Store the final property set under a lalmeler “My account”/”"My search D
property sets”.

R2.2.5. Store the resulting data sets (lists ofa dg&énerated by applying th D
property set on the data base) under “My accouxty/tiata sets”.

R2.2.6. Provide a global search utility which skagc distributed neuGRID da] E
stores based on user defined criteria. Researsherdd be able to sear
for a certain type of patients based on medicabrinftion as well or
imaging information. For instance patients with d@ognitive Impairmen
with a given range of MMSE values which have hafilaMPR sequenc
with a pixel size smaller equal 1.5 mm in each diom. The range 0
fields that can be used for searching should irelud

R2.2.6.1. | Subject information: Subject Id, Sex,sé&ach Group, Age, Weight. E

R2.2.6.2. | Project specific information. D

R2.2.6.3. | Clinical assessment information: MMSE aloBcore, GDScale Tot{ D
Score, Global CDR, Modified Hachinski Total Sco®1-Q Total Score
Functional Assessment Questionnaire Total Score.

R2.2.6.4. | Study information: Study date, Visit. E

R2.2.6.5. | Image information: Original (Choose Madaiyal Series Description E
Acquisition type, Weighting, Slice Thickness, TER,T Acquisition Plane
Manufacturer, Field Strength) — Pre-processediéS®escription, Imag
File Type, Anatomic  Structure, Tissue  Type, Laliey,
Registration/Space) — Post Processed (Series pgsarilmage File Type
Anatomic Structure, Tissue Type, Laterality, R&gison/Space.)

R2.2.7. Metadata will need to be stored for imaigesnable search functionalit| E
this will identify images and the search will befpemed on the metadata

R2.6.1 A viewer should be provided, together witiormation regarding th( E
guality assessment that was made by the reseatioheruploaded thg
image.

R2.6.2 A “Comment on this image” facility: othereus’ comments might b O

visible under a special link in the data list.
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R2.6.4

The possibility to express a judgment alibatquality of data could b
useful. Then, this judgment (e.g.: 4- Excellent8ed; 2-Sufficient; 1+
Bad) could be taken into account during the creatioa research set.

R2.6.6

Software managing saved searches and rhseats, should have th
functionality to allow permitted users to post coemts and give feedbag
on research sets of other users.

R2.6.7

The interface for saved searches will allmers to add or remove usg
from commenting on research sets.

R3.1.1

Select packages to use from categoriesgafritims (e.g.: “statistical”
“brain stripping”).

R3.1.2

Construct a workflow by stringing togethearigus algorithms an
packages in a work area (drag and drop?), creatiagries of connectg
boxes. Divisors, yes/no-alternatives for branchwaykflows may also bg¢
available in a graphical toolkit. This should besample as possible using
combination of arrows and nodes within a Graphiaarface.

R3.1.3

Add comments next to each box in the wovkflo

R3.1.4

The possibility to divide the workflow intogical units (the first threg
steps are brain stripping and have a pink backgtourext are five
volumetric steps with a yellow background) withd&bdescribing them.

O|0

R3.1.5

Visualize the workflow as a schematic bofted diagram (rough versio
can be seen in the work area, this should be |bimtes a PDF.)

R3.1.6

Edit the workflow by moving boxes around.warning system sayin
“block A does not generate output that enablesinghblock B directly
after it” would be helpful.

R3.1.7

A possibility to edit input parameters incleaalgorithm (maybe a
execution crashes because it requires a “4” instéd@” in a given sub-
process.)

R3.1.8

Save the workflow with a label under “My aaot”/’"My
workflows”/"Drafts”.

R3.1.9

The provision of a command line scriptinggiface is necessary. It shou
be possible to upload a workflow as a Linux commaadpt (e.g. bash
which calls a number of Linux executables residinghe grid or uploade
together with the script.

R3.1.10

The possibility to have a large range @&-gonfigured atomic module
from which new workflows can be created or to bk db integrate ney
functions efficiently.

R3.1.11

The opportunity to have a functional tesd-bio validate efficiently
workflows that are in construction (using trial appriate reference dati
set already uploaded remotely and an efficient dadiing executiorn
interface.)

R3.1.12

The ability to do a “debug error proceduime’order to show differen
actions that a final user can take in order to dehay validation of
execution errors that could be encountered whileguhe Pipeline.

R3.1.13

The ability to preserve the order execuaod the dependencies of t
pipeline workflow.

R3.1.14

The ability to upload workflows generatedhuwa the major “workflow
management systems” that are in use today (elge: LONI pipeline,
Scientific Kepler system and others.)

R3.1.15

The infrastructure should be platform-iretegent.

R3.1.16

The possibility to use images stored inNlee GRID store to run a loc
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analysis (e.g. in case a user wishes to run aysas@n NeuGRID image
using software developed locally, which is not ¢éoshared.)

R3.1.17 Provide a means of editing existing work#o E

R3.2.1 Open a workflow and edit it. E

R3.2.2 When saving a previously existing draft vilosk, automatically appen( D
version number and save under the workflow labeldeun“My
account”/”"My workflows”/"Drafts” together with datedited. There shoul
be a version control system for workflows that desi on neuGRIL
independent of their implementation (as a scriget forogram of graphice
workflow.)

R3.2.3 The possibility to save the draft personatlates and workflow inside th D
neuGRID system.

R3.2.4 The possibility to open, drag and drop théxsdt modules quickly an( D
easily.

R3.2.5 he possibility of creating pipelines by asiskng existing workflows. D

R3.2.6 Provide a repository for workflows with viers control management. D

R3.2.7 Provide user friendly interfaces, integratgth the workflow authoring D
software to upload/download/update workflows towekflow repository.

R3.2.8 Changes between different versions of thevace should be documente¢ D

R3.3.1 Locate an existing workflow in the databaxfe workflows that are d
accessible to all by selecting categories of algors that are desired to |
included (this generates a list of workflows). Tpwssibility to use all th¢
features of the main programs in use today in thegrimaging field (e.qg.
FSL, FREESURFER, SPM, MNI, ...)

R3.3.2 Select desired/interesting workflows andesamder “My account’/"My| D
workflows”/”"Published”.

R3.3.3 Provide users to visualize existing work#oas in 3.1.5. E

R3.3.4 Provide users the functionality to add aamots or comments t D
workflows as in 3.1.3

R3.3.5 Provide users the capability to edit exgstworkflows as in 3.1.4, 3.1.6. | E

R3.3.6 Save as in 3.1.8 and 3.2.2 (to “Drafts”). D

R3.3.7 The opportunity to have a responsible persomgroup of people thg D
maintain the main pipelines in use in the neurogimg field.

R3.3.8 The system should send email alerts tdirlaé users when the workfloy O
outputs are ready.

R3.3.9 There should be a way to assign a knowrisutp a workflow. D

R3.4.2 Make a workflow accessible and set accegststi fill in label name| E
builder name and institute, way to reference, teohsise (grant me
footnote, grant me authorship on any papers pratlucth the help of my
flow) etc. See also use-case 7.

R3.4.3 The possibility to download an algorithmhzsge, to be able to tweak| D
oneself, by editing code or settings.

R3.4.9 The neuGRID “workflow management system”ustidoe able to suppo| D
and interface with many common languages clasgioakd in the neurg
imaging field (like PERL, C++, Matlab, bash scrgstd Python)

R3.4.10 Ensure and maintain architectural comgayibivith the latest imaging D
software.

R3.4.11 Upload temporarily personal packages/soéwar specific studies. | O

should be able to upload a workflow as a Linux canchscript (e.g. bask
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which calls a number of Linux executables residinghe grid or uploade
together with the script.

R3.4.13 Provide users with a means of browsingtiegisuploaded algorithmg E
packages and analysis software to enable theinuserkflows.

R4.1.1 Find a previously defined research set lbgciag a data set under “M D
account”/”"My data sets” (see 2.4.2, 2.2.5).

R4.1.3 A means to search publicly available resesets. @)

R4.1.4 The ability to edit research set accesdgigh D

R4.1.5 To optimize performance, the images usedh®@ranalysis should also | D
present (if possible) locally in those nodes ofghid that don’'t have a hig
level of bandwidth available. This is due to thetfthat the transfer of
large number of images on the network will greailyrease the time to g¢
the final results. Clearly, this is particularlyuér for a centre like FB
which is characterized by a connectivity of 10 Mbps

R4.1.6 High redundancy and data availability isassary. D

R4.1.7 The possibility to integrate information yiceed by images and metadé D
with the definition of mathematical variables likeectors, list ang
structures. Define basic operations (like indexipgsh, pop and lengt
count) in order to perform command line operati@rsthese object
containing images of interest.

R4.1.8 Provide a global search utility which seascldistributed neuGRID daj D
stores based on a user defined criteria.

R4.1.10 User should be able to download data ffepgoper authentication hg D
succeeded.

R4.1.11 Provide capability to the user to saveaacbeand define it as a research| D
(see 2.5.1).

R4.1.12 Provide the capability of using saved datis and research sets for in| D
for workflows (see 4.2.1).

R4.2.1 Apply a workflow to a data set, step by siepll at once. D

R4.2.2 Output from the individual processes witthie workflow is output to § O
progress window; also when a new process is stfptedess name_]
<output from 1 such as “calculating chi-2"> -- pess hame_2: <output
and so on).

R4.2.3 When the process stops (prematurely orthetuser can add comments O
the bottom of the window.

R4.2.4 A GUI with buttons to stop, restart the wimk. E

R4.2.5 The possibility to change the input parameta a sub-process of th E
workflow (see 3.1.7.)

R4.2.6 The possibility to test a workflow on singieages or subsets of the chog D
data set (one could of course generate a new dat@ssn 2.2 but that |
probably clumsier.)

R4.2.7 The ability to create, visualize and edinptex workflows in a convenier E
way.

R4.2.8 Simple way to monitor workflow execution. D

R4.2.9 The user should have the possibility to kheewd perform quality contrg E
on each intermediate output.

R4.2.10 The ability to cancel, restart and debudkilaws. E

R4.2.11 The ability to share workflows with othesearchers in the system. D

R4.2.12 The possibility to provide the user witmpée images for any kind of scg D
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modality (MRI, fMRI, PET,...) in order to test histhewn workflow (or
parts of it) using them and saving time uploadhmgr own images.

R4.2.13 Extend workflow authoring environment toclude basic executiol D
functionality for:

R4.2.13.1| Starting the execution of a workflow. D

R4.2.13.2| Providing an interface to monitor theustaf a workflow. D

R4.2.13.3| Provide ability to control the executibyp cancelling or restarting th D
workflow.

R4.3.1 New workflow sharing should be controllednlyo functioning and O
validated workflows should be uploaded and shared.)

R4.3.2 All the pipelines should be organized inemcand efficiency way in ord¢ D
to make clear their use.

R4.3.3 The presence of a facility that allows ugerguery for specific modules E
The Search function should return results drawmftbe module’s name
author list, citations, tags, description, and peter fields.

R4.3.4 Most modules could have 2-3 required metagatameters on them a| O
several more optional parameters. The possibility gwitch on
these additional options simply clicking on the mied could be useful.

R4.3.5 Provide a service for users to upload wow. D

R4.3.6 Provide an interface to allow users to $gbee-authored workflows an E
execute them with a new/existing research set.

R4.3.7 Provide the capability of editing an exigtmorkflow, and executing it. | E

R4.4.1 The possibility to compare different versiaf the same workflow. D

R4.4.2 Each workflow is described by its componefiewed as in 3.1.5 D
highlighting the differences of each version anditsyprovenance (wh
built it, uploaded when, changed when), their neppliaations or
improvements.

R4.4.3 Select “Unfold history” to see older versoof the workflow, meanin¢ D
also versions where no one has changed the workfevge but one of th
packages/algorithms making up the workflow.

R4.4.4 An old workflow can then be selected bykifig on it (perhaps one nee| D
to rebuild it.)

R4.4.5 Provide a service for uploading workflows D

R4.4.6 Provide capability to annotate history efakflow. D

R4.4.7 Provide an interface to search existing Wlonks and their respectiv| D
history.

R4.4.8 The possibility to use a workflow as it vaasa given date by entering t| O
date of interest.

R4.5.1 The progress window output from 4.2.2 ccuddsaved as a file, with| D
header consisting of a description of the dataisetl and the settings ma
for each (named) algorithm in the workflow (this ynalso be save
separately as a “workflow setup”, which lists &letparameters that we
given to the workflow’s algorithms.) It may end Wwisome user generat
comments as in 4.2.3.

R4.5.2 The possibility to efficiently retrieve sostandardized workflows that a| D
used in daily routine tests and procedures by fit labs.

R4.5.3 Provide capability to annotate history efakflow. D

R4.5.4 Provide an interface to search existing Wlans and their respectiv| D

history.
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R4.6.1 Save the data set which has gone througtvahielow with a label unde| D
“My account”/’"My processed sets.”

R4.6.4 Save analyzed data under “My account”/’"Mylgred sets” with linkg D
connecting each analyzed set to the correspondiaegsed set (by actu
linking or by naming convention).

R4.6.5 Save the workflow setup and the progressdevin output under eac O
processed set

R4.6.6 Define a simple drag and drop interfaceroleoto connect the raw da D
outputted to the next workflow as input.

R4.6.7 Define a simple click interface in ordeatid raw files D

R4.6.8 Allow user to use data in their desired farm ©)

R4.6.9 Provide notifications to users on the stafuspipeline. D

R4.6.10 Upon completion of a workflow, allow useyslownload raw data output| E

R4.6.11 Provide the necessary functionality to eixih® raw output into the desir¢ O
data analysis software.

R4.6.12 Enable some basic analyses using inbuttsstal tools such as thoy D
provided by FSL.

R5.1.1 Load the workflow into a variant of the wadlea in 3.1.2. The order of ti D
boxes and layout of the workflow cannot be chandped,by clicking on
each box the appropriate set of provenance datebeaviewed: lists o
images that can be put into the viewer (possibibtgompare images, frot
different provenance sets and within sets) and mealeoutput data (chi-2
etc). Also the workflow setup can be viewed.

R5.1.2 To check for errors try to execute the workf E

R5.1.3 If any errors are found it could be usehdtta dialog box will pop uj D
listing all the errors found in the workflow.

R5.1.4 During the validation of the workflow the tputted data should b D
visualized.

R5.1.5 Provide user capability to browse provenalata collected from executiq E
of workflows.

R5.1.5.1 | The interface should be user friendly, aiav for browsing of process b D
process provenance data.

R5.1.5.2 | Provenance data should link to the intdramg output produced durin E
execution of the workflow.

R5.1.6 There should be a way to report outliers &mdbe able to chec| D
intermediate data for such indicators (this wowdd/bry useful!)

R5.2.1 When someone has developed a workflow, laadpghey can be asked | D
specify a reference data set to be associated thihworkflow. This
reference set can then be found as a propertyeoivtirkflow (“Test with
reference data set?”).

R5.2.2 Generate a new data set for testing olearworkflows O

R5.2.3 The possibility to add a reference datatsdhe workflow’s properties O
even for those who have not constructed the orignoakflow.

R5.2.4 It could be useful to be able to choose franmumber of predefine D
reference data sets (for example: one characteli®e®dD volumetric
images, fMRI images, DTl images, PET images,...) atsimg 3-5 images
of reference.

R5.2.5 Provide a tool to users to browse and selefdrence data sets fi O

execution with a workflow.
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R5.2.6 Provide the user with a comparative analg$ishe output produced t D
output in the reference data set.

R5.4.1 Add a comment to a workflow which can bensgeder “Unfold history” inf O
4.4.3.

R5.4.2 The possibility to make a stratification thie different usage of ea¢ O
specific workflow.

R5.4.3 Useful to understand which are the most usddes by the scientifif O
community to analyze different type of acquisitiotigough different
workflows.

R5.4.4 Provide a repository for workflows with viers control management. E

R5.4.5 Provide user friendly interfaces, integratgth the workflow authoring D
software to upload/download/update workflows towekflow repository.

R5.4.6 The repository should have the functionalityadd annotations from us| D
about versions of the workflow. For a workflow thasides on neuGRID
versioning mechanism (version control system) shbel present includin
a description of the differences between versions.

R5.4.7 The repository should log and document hetbchanges to a workflow.| D

R5.5.1 As 5.4, D

R5.5.2 The possibility to summarize the most usahd appropriate parametg O
used in the workflows through synoptic tables.

R5.5.3 Ease of reference parameters. O

R5.5.4 Provide capability to users to annotate ks, providing information D
about settings of the workflow in different exeouticontexts.

R6.1.1 Store intermediary execution steps. E

R6.1.1.1 | The workflow processes and the workflowugeshould be saved (s¢ D
4.5.1)

R6.1.1.2 | The intermediate, processed files (pravemadata) are saved as wg¢ D
according to the structure Run number/Process nufibg e.g.
Run5/Process2 (Brain strip)/file_no5. It is usefolbe able to save th
output from more than one run at a time, for congoar. (upper limit coulg
be 10 runs), and can be found under “My data SésVenance data.”

R6.1.1.3 | Provide explanation and details of angrerthat occur and report possill E
causes.

R6.1.2 Keep a full record of all intermediary imagasd data. E

R6.1.2.1 | The tree structure in 6.1.1.2 should atsdude a summary of an D
numerical data that is produced (chi-2 etc).

R6.1.2.2 | Store error messages and be able to nextfgaugh them. E

R6.1.2.3 | Post problems on a neuGRID technical forum @)

R6.1.2.4 | All intermediary data and related logsustidoe stored during workfloy E
execution.

R6.1.2.5 | Provenance data should be presentedsardriendly fashion. D

R6.2.1 The possibility to import selected filesnfrd.1.1.2 into the appropria] D
step in a given workflow using the GUI in 4.2.4 awlysis with toolkits.

R6.2.2 Taking the output from a single step in akflow and looking at it in the D
viewer/seeing the full text output (see 5.1.1).

R6.2.3 The possibility to recall single workflownfttions that were used at eg E
processing step using a simple command line irterfa

R6.2.4 Provide the user with an interface to broveseompletely execute E

workflow, process by process, and enable user &w vall relevant
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intermediary output and logging information.

R6.3.2 Compare the outputted raw files with infotiorafrom saved workflows (if O
any exists.)

R6.3.3 Provide a querying interface to the provenatore. D

R6.4.1 Check for additional abnormalities passedrawn silence (weak fiel¢ O
inhomogeneities, ringing artifacts etc.)

R6.4.2 Compare the results obtained with referemeges. D

R6.4.3 Allow user to export/download provenanceadattheir computer syste| D
and perform statistical analysis on it.

R6.4.4 Results to be saved as a property of theepemce data set. Files go un¢ D
Run number/Process number/User-selected analysiause/files.

R6.5.1 As 5.4.1. The workflow comments should netumstructured text inpu{ O
but sorted into categories (General, Errors, Insbascies, Comment mag
by <name>.)

R6.5.2 When an error occurs a red colour could beduto depict that th D
workflow has a problem.

R6.5.3 Provide a user with the capability to antetn item in the provenan( O
store.

R6.6.1 Search and display workflow comments regardierrors. Also| D
automatically save and compile statistics on wheators crop up during
the run of a certain workflow.

R6.6.2 See neuGRID technical on-line forum. @)

R6.6.3 Create a frequently asked question sectwreach workflows. 0]

R6.6.4 Provide the user with information about canrerrors that severely affe, D
a workflow

R7.1.1.1 | A researcher on uploading / publishing @kilow, should be able t( E
define access permissions for individuals or groups

R7.1.1.2 | Provide a service where users can uploddlaare workflows. E

R7.1.1.4 | A specific group member should be ablshare a workflow with othe D
members of that group.

R7.1.2.1 | As in 7.1.1.1 but the uploading researaaer also tag the workflow & D
under development, which will show up clearly innoection to the
workflow name, when searched for and viewed (&5 1rb).

R7.1.2.2 | Allow users to create virtual groups witthie service. @)

R7.1.3.1 | See 6.5.1. Workflows under development inaye more categories | O
comment under.

R7.1.3.2 | Users should be able to provide feedbadkcamment on workflows thg O
have been created by other users

R7.1.4.1 See 3.4.2. ©)

R7.1.4.2 | Users should provide details about themsein their accounts, thf O
information should be associated with workflowsythpload.

R7.1.5.1 | See 3.4.2. 6]

R7.1.5.2 | Users should be allowed to share a waskflath another specific user ¢ D
the service, irrespective of groups.

R7.1.6.1 | To reproduce results exactly, one neeelsmirkflow and the data set| D

was applied to (i.e. the search property set). Thidd be accomplished &
having research teams enter their publications amaarticle database
neuGRID. When entering the publication referente team could b

asked to supply the names of the used workflowsaaodpy of the searc
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property set. This could be a requirement, whiafoif signed denies acce
to the neuGRID project.

R7.1.6.2 | Provide users the capability to downloadvakflow, import to their D
workflow execution environment and compare withutes of previous
executions.

R7.1.6.3 | There should be a way to reuse a givaasdabn a given workflow. E

R7.1.7.1 | A policy is needed for who can certify iftows and the process by whi¢ D
certification takes place in neuGRID.

R7.1.7.2 | Provide tools for certifying a workflowcaeding to 7.1.7.1. O

R7.1.7.3 | An administrator should manage and cortinel certification proces D
including requesting information regarding the dsdéiware/workflows ag
needed.

R7.2.1 Supply contact details when uploading a #&wn 3.4.2. D

R7.2.2 Provide a category of tags that can be attdadvorkflow and allow usern O
to request new features.

R7.2.3 Share new workflow features with the reseammmunity according to th D
permissions of the various groups.

R7.2.4 After a certain period of exclusivity workis of a given quality should j O
shared with the entire neuGRID community.

R7.2.5 Provide functionality within the service @mable users to request| O
workflow for a particular task from other users.

R7.3.1 Provide a category of tags that can be attdadvorkflow and allow usern O
to request assistance from more experienced résFarc

R7.3.2 Possibly a discussion forum could be comukdb workflows with) O
different tags (this might ease the pressure orctimements section of th
workflows.)

R7.3.3 Provide forum type functionality within tiservice, in order for users | O
discuss and solicit advice from other users aboomsttuction of
workflows.

R7.3.4 A user guide is necessary. D

R7.3.5 A technical glossary should be created. D

R7.4.2 Organize a mailing list for workflow consttors so that importar D
messages can be circulated.

R7.4.3 Provide functionality to interact with voteer specialist users to constr{ O
new workflows.

R7.4.4 Specialist users may be given a specialuatcand may at their choice | O
listed for easy discovery.

R7.5.1 Provide a forum type capability to discupec#ic workflows, in cas¢ O
problems arise, see 7.3.2.

R7.5.2 Create a neuGRID community in which users s which modules a| O
the most used, the statistic concerning the differeorkflows, the
efficiency or malfunction of these workflows, anther various topics o
interest for the users.

R7.6.1 Supplement 7.3.2 with a more general ndtozed. D

R7.6.3 Provide a modular service, so that new featean be added to enhar e
collaboration between users.

R7.7.1 See 1.5 E

R7.8.1 Add “Research interests” to the profile dattered in 2.1.2. O

R7.8.2 Similar interests could be assessed dursey wegistration through | O
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simple and fast questionnaire as checklists or earchable text.

R7.8.3 Allow users to create virtual groups witthe service.

O|O0

R7.9.1 The workflow setups from 4.5.1 can alsoded and searched under “N
workflow setups”. They should be coupled to theadsdt processed wit
these criteria (or the search property set usedydoperate the dat
eventually processed by the workflow in that spedétup).

R7.9.2 A tag can be set specifying that the wovkfsetup is public. Then a sear| O
for a specific workflow execution can also includk public workflow
setups (and their connected processed data sets/seaperty sets).

R7.9.3 Provide a simple query interface throughcWwhpast executions can | D
discovered.

R7.9.4 Functionality should be provided for theagaling and updating of speciff O
workflow execution instances, and upload/link teevant output data an
workflow specification.

R7.9.5 A user should be able to download an ardnhiverkflow specification an¢ D
select new/existing data set for processing.

R7.10.1 Create a FAQ like page for “Frequent efronghich might give tips orn O
how to check that the output from block A is pobsito use as input i
block B in a workflow.

R7.10.2 Create a user comment database wheredadesesacan note mistakes thl O
made and how to avoid them.

R7.10.3 Log the error outputs and compile stasstm their frequency. Th O
helpdesk (7.4.1) could help connect the error dstgo the mistake
creating them.

R7.10.4 Save a certain amount of bad workflows ettecs that should be useful | D
examples for the new users of the neuGRID platform.

R7.10.5 Make a validation test on the main toods tieuGRID provides.

R7.10.6 Provide/maintain a documentation of commuorkflow mistakes.

O|0|0

R7.10.7 There should be a way to store non-stanukatidnts, typical examples €
for a given workflow in a separate store.

Tasks Identified

T6.2. Design I nterface with user-facing services (M 13-M24)

In this stage, P2 NE assisted by P3 UWE will designinterfaces which either append or
factor out LORIS services into the generic layeasddl on the work done in WP5. The
resulting interfaces should be suitable for use dblger medical applications desiring
distributive capability.

T6.3. Design I nterface with grid-facing services (M13-M24)

P4 MAAT and P3 UWE will create the interfaces ttemct with the Grid services. They
should be distribution aware, but not Grid specifil platform specific services should be
wrapped up below.

T6.4. Design & implementation of reusable medical service layer (M 13-M 36)

P3 UWE will address the overall design, architextand implementation of the distributed

medical services. They will work with P7 HEALTHGRID ensure adherence to emerging
standards in health Grids. The output will be akpge of services which can be used by any
medical application, and able to be deployed on abpifferent distributed computing
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solutions. This will be specifically tuned for LORIrequirements and will be optimized to
run on the gLite enabled Grid Services. A reportl We produced on the prototype
implementation of the service on M24 (D6.2).

T6.5 Service testing and evaluation (M25-M 36)

P3 UWE in collaboration with P2 NE and P4 MAAT wdarry out a comprehensive testing
and evaluation of the medical services and theariaces with the grid and user services.
Any architectural and coding problems will be dedped in this stage and will be handled
appropriately. This will act as quality assurandags for the whole work package
deliverables and will feed into the workpackageowrrall system integration, (WP10). User
and programmer manuals, release and distributsaregswill also be managed in this phase.

Work package number WP7 Start date or starting event: M7
Work packagetitle Grid Services Provision
Activity Type SVC

User Requirements

R1.5.1.1.| Sort data sets into groups to which &ageaccess control is set.

R1.5.1.2.| Edit the access control of a group o dste 1.5.2.2.)

m|mjm

R1.5.1.3.| Sort and edit access control for a namhgidual/ or group of researcher
Provide tools to administrators to define user Bge@ccess contro
policies ( at the project and individual levels.)

R1.5.1.4.| A supervisor or responsible person shdafthe both the access level a E
the policies that pertain to gaining access to daa stored insid
neuGRID.

R1.5.1.5.| Provide secure access to data storagerces. E

R1.5.1.6.| There should be a possibility to giveivitihal users special access tq D
certain data set.

R2.1.1. Download neuGRID interaction tool bundlaléss web-based?). A sign( E
usage agreement could be put in place.

R2.1.2. Fill in requested neuGRID user data (iattjtname etc) and store as “N E
profile” under “My account”

R2.1.3. The possibility to become part of a grotipesearchers (start a new grot D
be invited to an existing one).

R2.1.4. Sensitive individual data sets will generstecific access agreements tq E
signed (1.5.2.2), which will be stored under “Myaont”

R2.1.5. All the neuGRID users must be registerdakyTwill fill an on-line form in| E
which neuGRID staff will provide both a specificansID and a password

R2.1.6. Provide a global security model, which éesindividual researchers fro| E
collaborating institutes to access other instituiesa sets. There should
a certificate-based system to identify users armketéorm access control.

R2.1.7. Allow institutes to define local accesstoolpolicies. D
R2.1.8. It is necessary to have access contrdlea®roject and Individual data s E
levels.

R3.4.1 Upload an algorithm or package (or draftluding source code; fill i E
what categories to store it under (3.1.1.)

R3.4.2 Make a workflow accessible and set accgbssrifill in label name, builde E
name and institute, way to reference, terms of (gsant me a footnote
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grant me authorship on any papers produced witthéle of my flow) etc,
See also use-case 7.

R3.4.3 The possibility to download an algorithmkeege, to be able to tweak| D
oneself, by editing code or settings.

R3.4.4 Save the tweaked algorithms under My ac¢ddypalgorithms. O

R3.4.5 If an algorithm is uploaded with the samm@as an already existing orn D
automatically append version number (and ask theadmg researcher t
enter a comment on what has changed.)

R3.4.6 If a package name changes, include sourde dependencies (builds ¢( D
package X by adding Y.)

R3.4.7 The upload of new packages/algorithms shiogildontrolled centrally. E

R3.4.8 The new tools to be uploaded should be oiggly tested and / or validate E
Any new tool should be uploaded together with acggedocumentation
including a user guide, algorithm explanations appropriate references.

R3.4.9 The neuGRID “workflow management system”uitidoe able to suppo| D
and interface with many common languages clasgioakd in the neurg
imaging field (like PERL, C++, Matlab, bash scrgstd Python)

R3.4.10 | Ensure and maintain architectural compdyibwith the latest imaging D
software.

R3.4.11 | Upload temporarily personal packages/soéwlar specific studies. | O
should be able to upload a workflow as a Linux candhscript (e.g. bask
which calls a number of Linux executables residinghe grid or uploade
together with the script.

R3.4.12 | Provide users with an interface for uplogdnew software packagg D
algorithms and analysis software subject to appatgrvalidation, which
may then be used in future workflows.

R3.4.13 | Provide users with a means of browsingtiegisuploaded algorithmg E
packages and analysis software to enable theinuserkflows.

R4.2.1 Apply a workflow to a data set, step by siepll at once. D

R4.2.2 Output from the individual processes witthie workflow is output to ¢ O
progress window; also when a new process is stgptedess name_]
<output from 1 such as “calculating chi-2"> -- pess nhame_2: <output
and so on)

R4.2.4 A GUI with buttons to stop, restart the wimk. E

R4.2.5 The possibility to change the input paramsete a sub-process of th E
workflow (see 3.1.7.)

R4.2.8 Simple way to monitor workflow execution. D

R4.2.9 The user should have the possibility to kheetwd perform quality contrg E
on each intermediate output.

R4.2.10 | The ability to cancel, restart and debudkil@ws. E

R4.2.11 | The ability to share workflows with othesearchers in the system. D

R4.2.12 | The possibility to provide the user witmgée images for any kind of scq D
modality (MRI, fMRI, PET,...) in order to test histhewn workflow (or
parts of it) using them and saving time uploadhmgr own images.

R4.2.13 | Extend workflow authoring environment toclude basic executio| D
functionality for:

R4.2.13.1] Starting the execution of a workflow. D

R4.2.13.2| Providing an interface to monitor the status ofaakilow. D

R4.2.13.3 Provide ability to control the execution by canicg)l or restarting th¢ D
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workflow.

R4.3.1 New workflow sharing should be controlledlyofunctioning and validate( O
workflows should be uploaded and shared.)

R4.3.2 All the pipelines should be organized inemicand efficiency way in ord¢ D
to make clear their use.

R4.3.5 Provide a service for users to upload wovksl. D

R4.3.6 Provide an interface to allow users to $gbee-authored workflows an E
execute them with a new/existing research set.

R4.3.7 Provide the capability of editing an exigtworkflow, and executing it. E

R4.5.1 The progress window output from 4.2.2 cduddsaved as a file, with| D
header consisting of a description of the dataisetl and the settings mal
for each (named) algorithm in the workflow (this ynalso be save
separately as a “workflow setup”, which lists &etparameters that we
given to the workflow’s algorithms.) It may end wisome user generatg
comments as in 4.2.3.

R4.5.2 The possibility to efficiently retrieve seratandardized workflows that 4 D
used in daily routine tests and procedures by fit labs.

R4.5.3 Provide capability to annotate history efakflow. D

R4.5.4 Provide an interface to search existing Wlons and their respectiv| D
history.

R5.3.1 The error report button in the 4.2.4 GUIdsean email to the approprig D
place with information regarding workflow setup, libow name and dat
set properties. It should also generate an errotbeun for convenience ar
easy follow up

R5.3.2 Inevitably, some of the instances of a medwoluld fail sometimes and th D
execution of the module could be stopped denotieddilure. In this case
it could be useful to have a viewer box in whichtlaé failed instances ¢
the module could be shown. With this informatioru@&ID users coulc
diagnose the problems encountered during the exacot a workflow and
hopefully solve them.

R5.3.3 Provide notification for critical events ohgy an execution of a workflow. | E

R6.1.1 Store intermediary execution steps E

R6.1.1.1 | The workflow processes and the workflowugeshould be saved (s{ D
4.5.1)

R6.1.1.2 | The intermediate, processed files (provemadata) are saved as w¢ D
according to the structure Run number/Process nufibge e.g.
Run5/Process2 (Brain strip)/file_no5. It is usefolbe able to save th
output from more than one run at a time, for congpar. (upper limit coulg
be 10 runs), and can be found under “My data SésiVenance data.”

R6.1.1.3 | Provide explanation and details of angrerthat occur and report possill E
causes.

R6.1.1.4 | Send potential errors to the neuGRID agtnators if the workflow reside| D
on the neuGRID infrastructure.

R6.1.2 Keep a full record of all intermediary imagasd data. E

R6.1.2.1 | The tree structure in 6.1.1.2 should atsdude a summary of an D
numerical data that is produced (chi-2 etc).

R6.1.2.2 | Store error messages and be able to nevigaugh them. E

R6.1.2.3 | Post problems on a neuGRID technical forum O

R6.1.2.4 | All intermediary data and related logsustidoe stored during workfloy E
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execution.

R6.1.2.5 | Provenance data should be presentedserdriendly fashion. D

R7.1.1.1 | Aresearcher on uploading / publishingogkilow, should be able to defin E
access permissions for individuals or groups.

R7.1.1.2 | Provide a service where users can uploddlaare workflows.

R7.1.1.3 | Authorization should identify users unigue

O|mm

R7.1.1.4 | A specific group member should be ablshare a workflow with othe
members of that group

R7.1.2.1 | As in 7.1.1.1 but the uploading researdaer also tag the workflow g D
under development, which will show up clearly innnection to the
workflow name, when searched for and viewed (& 1rb).

R7.1.2.2 | Allow users to create virtual groups witthie service. O

R7.1.5.1 | See 3.4.2. @)

R7.1.5.2 | Users should be allowed to share a wawkfith another specific user ¢ D
the service, irrespective of groups.

R7.7.1 See 1.5. E

R7.7.2 Identify different levels of security anchfidentiality within the grid. E

R7.7.3 Access can be restricted to one person dhigvide users with thl E

capability to restrict workflows from public access

Tasks ldentified

T7.1. Grid Middleware Education & Feedback (M7-36)

P4 MAAT and P5 UWE will undertake education relatedjLite services functionality and
gLite interfaces. Evaluate, select and test exgstipplication programming interfaces to gLite
services. Coordinate the interaction between neOGBRhd EGEE, and ensure relevant
middleware requirements from neuGRID are forwarde8GEE.

T7.2. Grid Middleware Migrations (M 7-36)

P4 MAAT will evaluate and test gLite releases (rsmmvices, upgrade of existing services) in
the test-bed prior to migration in production. PEALTHGRID will assist in the definition
of compliance of the services with data protectgsues. All migrations in Production will be
accompanied with internal reports circulated teveht partners. An interim grid middleware
migrations test report will be issued on M24 (D7} a final report on M36 (D7.3).

Work package number WP8Start date or starting event: M1
Work packagetitle Deployment Services Provision
Activity Type SVC

User Requirements

R1.4.2.1.| Manage backup data E
R1.4.2.2.| Provide a means to backup data storagenees E
R1.4.2.3.| The ability to ask to users to save datget backed up, in an iterative wa D
R1.4.3.1.| The possibility to follow a step-by-sf@edefined GUI-based wizard for tf D
performance of system maintenance.
R1.4.3.2.| Provide a manual for performing systenmteaance. D
R1.4.3.3.| A means of communicating periods of serdowntime to users. D
R1.4.3.4.| Mechanisms for recovering from systenurfaishould be provided. D
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R1.4.3.5.| A maintenance mode with the ability fetthe system off-line for a periog D

R1.4.3.6.| A system dashboard could be providedu® a@n overall picture of status { D
the infrastructure at any given point in time.

R1.4.6.1.| A copy of the initial data should be kegfely. E

R1.4.6.2.| No seriously corrupted or unusable datalsl remain in the neuGRID da E
store.

R1.4.6.3.| Provide tools to detect corrupted dats s@d to recover them as requireq D

R.1.4.6.4. Once data has been made available to users, ehsiiie remains unaltere E
(with the exception of legal requirements) eventihas some degree
corruption. Any improvements to the data are hahdig making a newv
version available to users while still keeping tild version available t
users. It should be clear to users which is thet mqp$o date version.

R1.4.6.5.| Delete corrupted data. E

R1.4.6.6.| Locate origin of corrupted data and hanifie possibility of systemi D
problems.

R1.4.7.1.| Select data sets or groups (R1.4.8.3betoremoved as defined with| E
authorization levels.

R1.4.7.2.| An automatic report of removal to be serhe uploaded site contact ema D

R1.4.7.3.| Provide functionality to delete data $e&ims the data store. E

R1.4.7.4.| Provide functionality to delete data $eis1 the user collections (R1.4.4.4| E

R5.3.1 The error report button in the 4.2.4 GUIdsean email to the approprig D
place with information regarding workflow setup, nkibow name and dat
set properties. It should also generate an errorben for convenience ar
easy follow up.

R5.3.2 Inevitably, some of the instances of a nedould fail sometimes and th D
execution of the module could be stopped denotieddilure. In this case,
could be useful to have a viewer box in which laél failed instances of th
module could be shown. With this information neuBRUsers coulg
diagnose the problems encountered during the eracat a workflow and
hopefully solve them.

R5.3.3 Provide notification for critical events ohg an execution of a workflow. | E

R7.1.7.1 | A policy is needed for who can certify iftows and the process by whi¢ D
certification takes place in neuGRID.

R7.1.7.2 | Provide tools for certifying a workflowcaeding to 7.1.7.1. O

R7.1.7.3 | An administrator should manage and conth@ certification proces D
including requesting information regarding the d#safiware/workflows as
needed.

Tasks Identified

T8.6. Platform & Infrastructure Maintenance (M7-36)

P4 MAAT and P2 NE will put in place the necessagchanisms to monitor and detect any
hardware/software bad performing in the infrastitet To take corrective actions in case of
infrastructure issues. To guaranty a minimal quabf services on the infrastructure
hardware/software performing and uptime.

T8.7. Deployment Support & Consultancy (M7-36)

P4 MAAT and P2 NE will provide expert advises tad@idnal sites willing to join in the
infrastructure. To provide/receive education ontwgafe deployment to support the WP11
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team and any addition support site/infrastructwebé attached to the neuGRID virtual
organisation. This task will in particular suppte inclusion of external facilities at P6 KiI,
P5 VUmc and CO1 FBF, where there are pre-existimgescomputing/clusters/grid sites
facilities.

Work package number WP10Start date or starting event:. M7
Work packagetitle Algorithms and Pipeline Gridification
Activity Type RTD

User Requirements

R2.2.5. Store the resulting data sets (lists o d@inerated by applying the prope D
set on the data base) under “My account”/”"My d&ts"s

R3.4.1 Upload an algorithm or package (or draftjuding source code; fill in wheg E
categories to store it under (3.1.1.)

R3.4.2 Make a workflow accessible and set accgsdsrifill in label name, builde E
name and institute, way to reference, terms of(gsant me a footnote, gra
me authorship on any papers produced with the ¢fedpy flow) etc. See als
use-case 7.

R3.4.3 The possibility to download an algorithmizsge, to be able to tweak | D
oneself, by editing code or settings.

R3.4.4 Save the tweaked algorithms under My ac¢ddypalgorithms.

(@)

R3.4.5 If an algorithm is uploaded with the sammeaas an already existing or
automatically append version number (and ask tHeadpg researcher t
enter a comment on what has changed.)

R3.4.6 If a package name changes, include sourde dependencies (builds ¢ D
package X by adding Y.)
R3.4.7 The upload of new packages/algorithms shiogildontrolled centrally. E

R3.4.8 The new tools to be uploaded should be oiggly tested and / or validate E
Any new tool should be uploaded together with acgjgedocumentation
including a user guide, algorithm explanations apgropriate references.

R3.4.9 The neuGRID “workflow management system’usthdoe able to support arf D
interface with many common languages classicakigdus the neuro-imagin
field (like PERL, C++, Matlab, bash script and Ryt

R3.4.10 | Ensure and maintain architectural compayibwith the latest imaging D
software.

R3.4.11 | Upload temporarily personal packages/so&va specific studies. It shou| O
be able to upload a workflow as a Linux commandpsde.g. bash) whict
calls a number of Linux executables residing ongie or uploaded togethe
with the script.

R3.4.12 | Provide users with an interface for uplogdnew software package D
algorithms and analysis software subject to appaigralidation, which may
then be used in future workflows.

R3.4.13 | Provide users with a means of browsing tiegisuploaded algorithmg E
packages and analysis software to enable theinuserkflows.

R4.1.1 Find a previously defined research set Wgciag a data set under “M D
account”/”"My data sets” (see 2.4.2, 2.2.5).

R4.1.2 Generate a new research set as in 2.5.1. D

77



R4.1.3 A means to search publicly available resesets. @)

R4.1.4 The ability to edit research set accesdgigh D

R4.1.5 To optimize performance, the images usedHeranalysis should also | D
present (if possible) locally in those nodes of ginel that don’t have a hig
level of bandwidth available. This is due to thetfinat the transfer of a larg
number of images on the network will greatly ins®dhe time to get th
final results. Clearly, this is particularly truerfa centre like FBF which i
characterized by a connectivity of 10 Mbps.

R4.1.6 High redundancy and data availability isassary. D

R4.1.7 The possibility to integrate information yided by images and metadg D
with the definition of mathematical variables likectors, list and structure
Define basic operations (like indexing, push, pog Eength count) in order t
perform command line operations on these object#aging images o
interest.

R4.1.12 | Provide the capability of using saved deata and research sets for input| D
workflows (see 4.2.1).

R4.2.1 Apply a workflow to a data set, step by siepll at once. D

R4.2.2 Output from the individual processes witkiie workflow is output to ¢ O
progress window; also when a new process is stgtedess name_]
<output from 1 such as “calculating chi-2"> -- pegs name_2: <output> al
SO on).

R4.2.3 When the process stops (prematurely orthet)iser can add comments at | O
bottom of the window.

R4.2.4 A GUI with buttons to stop, restart the wimk. E

R4.2.5 The possibility to change the input paramseie a sub-process of th E
workflow (see 3.1.7.)

R4.2.6 The possibility to test a workflow on singieages or subsets of the chog D
data set (one could of course generate a new éatassin 2.2 but that i
probably clumsier.)

R4.2.7 The ability to create, visualize and edinpéex workflows in a convenier E
way.

R4.2.8 Simple way to monitor workflow execution. D

R4.2.9 The user should have the possibility to ket perform quality control ol E
each intermediate output.

R4.2.10 | The ability to cancel, restart and debugkfl@mws. E

R4.2.11 | The ability to share workflows with othesearchers in the system. D

R4.2.12 | The possibility to provide the user witmgée images for any kind of scd D
modality (MRI, fMRI, PET,...) in order to test histhewn workflow (or
parts of it) using them and saving time uploadhegr own images.

R4.2.13 | Extend workflow authoring environment toclide basic executio] D
functionality for:

R4.2.13.1] Starting the execution of a workflow. D

R4.2.13.2| Providing an interface to monitor the status ofaakflow. D

R4.2.13.3 Provide ability to control the execution by canicgl or restarting th¢ D
workflow.

R4.3.1 New workflow sharing should be controlledlyofunctioning and validate( O
workflows should be uploaded and shared.)

R4.3.2 All the pipelines should be organized inemicand efficiency way in order { D

make clear their use.
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R4.3.3 The presence of a facility that allows userguery for specific modules. Th E
Search function should return results drawn from rttodule’s name, authg
list, citations, tags, description, and parameatsds$.

R4.3.4 Most modules could have 2-3 required metagarameters on them a| O
several more optional parameters. The possibility $witch on
these additional options simply clicking on the mied could be useful.

R4.3.5 Provide a service for users to upload wovksl. D

R4.3.6 Provide an interface to allow users to s$epge-authored workflows an E
execute them with a new/existing research set.

R4.3.7 Provide the capability of editing an exigtworkflow, and executing it. E

R4.5.1 The progress window output from 4.2.2 coodd saved as a file, with | D
header consisting of a description of the datauset and the settings ma
for each (named) algorithm in the workflow (this ynalso be save
separately as a “workflow setup”, which lists dietparameters that we
given to the workflow’s algorithms.) It may end lwvisome user generatg
comments as in 4.2.3.

R4.5.2 The possibility to efficiently retrieve sora@ndardized workflows that a| D
used in daily routine tests and procedures by fit labs.

R4.5.3 Provide capability to annotate history efakflow. D

R4.5.4 Provide an interface to search existing flmns and their respective history D

R4.6.1 Save the data set which has gone throughvohnkflow with a label unde| D
“My account”/”"My processed sets.”

R4.6.2 Allow transformation of data to suit the dae®f some analysis tools. Provif O
conversion tools for toolkits compatibility

R4.6.3 Build a range of common analysis tools thi infrastructure (but licensin O
may prevent this).

R4.6.4 Save analyzed data under “My account”/’Myalgred sets” with linkg D
connecting each analyzed set to the correspondincepsed set (by actu
linking or by naming convention).

R4.6.5 Save the workflow setup and the progressdavin output under ead O
processed set.

R4.6.6 Define a simple drag and drop interface rigep to connect the raw da D
outputted to the next workflow as input.

R4.6.7 Define a simple click interface in ordeatid raw files. D

R4.6.8 Allow user to use data in their desired farm 6]

R4.6.9 Provide notifications to users on the stafuspipeline. D

R4.6.10 | Upon completion of a workflow, allow usergiownload raw data output. | E

R4.6.11 | Provide the necessary functionality to exgiee raw output into the desir¢g O
data analysis software.

R4.6.12 | Enable some basic analyses using inbualisstal tools such as tho{ D
provided by FSL.

R5.2.1 When someone has developed a workflow, ltadpthey can be asked | D
specify a reference data set to be associatedthativorkflow. This referenc
set can then be found as a property of the work{i@wst with reference dat
set?”).

R5.2.2 Generate a new data set for testing olearworkflows. @)

R5.2.3 The possibility to add a reference datac#te workflow’s properties, eveg O
for those who have not constructed the originalkfiow.

R5.2.4 It could be useful to be able to choose feonumber of predefined referen D
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data sets (for example: one characterized by 3Dmetric images, fMR
images, DTl images, PET images,...) comprising 3-&ges of reference.

R5.2.5 Provide a tool to users to browse and sedéfetence data sets for execut| O
with a workflow.

R5.2.6 Provide the user with a comparative analystee output produced to outp D
in the reference data set.

R5.3.1 The error report button in the 4.2.4 GUIdsean email to the approprig D
place with information regarding workflow setup, nkibow name and dat
set properties. It should also generate an errarben for convenience an
easy follow up.

R5.3.2 Inevitably, some of the instances of a medwduld fail sometimes and th D
execution of the module could be stopped denotiegdilure. In this case,
could be useful to have a viewer box in which hé failed instances of th
module could be shown. With this information neuBRuUsers coulg
diagnose the problems encountered during the ewecaf a workflow and
hopefully solve them.

R5.3.3 Provide notification for critical events ohg an execution of a workflow. E

R6.1.1 Store intermediary execution steps. E

R6.1.1.1 | The workflow processes and the workflowgashould be saved (see 4.5.1 D

R6.1.1.2 | The intermediate, processed files (pravemadata) are saved as w¢ D
according to the structure Run number/Process nufibg e.g.
Run5/Process?2 (Brain strip)/file_no5. It is usdtube able to save the outg
from more than one run at a time, for comparisappér limit could be 1(
runs), and can be found under “My data sets”/"Pnawee data.”

R6.1.1.3 | Provide explanation and details of angrerthat occur and report possil E
causes.

R6.1.1.4 | Send potential errors to the neuGRID adhtnators if the workflow residel D
on the neuGRID infrastructure.

R6.1.2 Keep a full record of all intermediary imagad data. E

R6.1.2.1 | The tree structure in 6.1.1.2 should adslude a summary of any numeriq D
data that is produced (chi-2 etc).

R6.1.2.2 | Store error messages and be able toatauigrough them E

R6.1.2.3 | Post problems on a neuGRID technical forum 0]

R6.1.2.4 | All intermediary data and related logs usthobe stored during workfloy E
execution.

R6.1.2.5 | Provenance data should be presentedserdriendly fashion. D
R6.2.1 The possibility to import selected filesnr®.1.1.2 into the appropriate st| D
in a given workflow using the GUI in 4.2.4 and arsad with toolkits.

R6.2.2 Taking the output from a single step in akflow and looking at it in thg D
viewer/seeing the full text output (see 5.1.1).

R6.2.3 The possibility to recall single workflownfttions that were used at eg E
processing step using a simple command line irderfa

R6.2.4 Provide the user with an interface to broawsempletely executed workflov E
process by process, and enable user to view alast intermediary outpt
and logging information.

R7.7.2 Identify different levels of security anchfidentiality within the grid. E

R7.7.3 Access can be restricted to one person Bnbxide users with the capabili E
to restrict workflows from public access.

R7.9.1 The workflow setups from 4.5.1 can also &eed and searched under “N O
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workflow setups”. They should be coupled to theads¢t processed wit
these criteria (or the search property set usegeterate the data eventua
processed by the workflow in that specific setup).

R7.9.2 A tag can be set specifying that the workfketup is public. Then a sear O
for a specific workflow execution can also inclualepublic workflow setups
(and their connected processed data sets/seangrpyrsets).

R7.9.3 Provide a simple query interface throughcWhpast executions can | D
discovered.

R7.9.4 Functionality should be provided for theaggling and updating of specif O
workflow execution instances, and upload/link téevant output data an
workflow specification.

R7.9.5 A user should be able to download an ardhwerkflow specification an¢ D
select new/existing data set for processing.

Tasks | dentified

T10.2 Algorithms Gridification (M7-36)

Develop the necessary ‘glue’ to tie together thiglifjzation components, the distributed
medical and brain image processing services, iongpcehensive, self-contained, secure and
deployable package. Gridify and test the existilggrthms within the infrastructure, based
on the gridification model defined in T10.1. Propasptimised/refined gridification models
based on the test driven by WP11 in the infrastimect Release the prototype software
following the guidelines expressed in T11.1.Thecouate of this task will be a gridified
Toolbox, which will be refined/optimized until tlend of the project (P4 MAAT, P2 NE, and
P3UWE). A document will be produced by P4 MAAT, RE and P3 UWE detailing the
portfolio of gridifed algorithms . The portfolio deription will be amended to include new
algorithms as those are made available in the syste

T10.3. Algorithm Pipeline Gridification (M7-36)

Design and implement the necessary framework ofices on top of the grid infrastructure,
including metascheduler, high-availability and opsation services adapted to the project
requirements, capable of triggering algorithms akeas across centres from the grid to local
clusters. Implement the neuGRID Workflow Engine foanaging the execution of different
combinations of algorithms.
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8. Revision Framework and Conclusion

The requirements gathering process in neuGRID hdselxcellent support from the clinical
researcher community. The first series of requirgselicitation sessions were completed
and were most productive in bridging the gap betwsgstem developers and clinical
researchers. Meetings focused initially on the deson of high-level stories and usage
patterns. As these were produced a range of ugs-@asxe created and then prioritised. This
provided a clear framework on which more detailedividual requirements could be based.
It has been of benefit in terms of describing thejgrt and ensuring that important
components are not overlooked. This also led téear chierarchical conceptual framework
being identified that linked high-level stories tore finely grained use-cases and to
individual users requirements. The primary focuthed document has been on the production
of easily understandable models that are meaningflbth clinical researchers and software
developers. The verification, prioritization anefinement of the constructed models has
greatly benefited from the identified stakehold&tr§BF, VUmc and KI.

Through this work an important prioritization ofetlservices that the neuGRID platform will
offer to the final users has been collected, ageeet documented. A list of pipelines and
capabilities coming directly from the neuroimagicgmmunity, represented by three of the
major neuroimaging centres in the world VUMC, Kameka and IRCCS-FBF, has been
studied and evaluated. This survey makes it passibtiraw a safe path to ensure an effective
development of the neuGRID platform. The initialppeng of requirements to workpackages
that has been produced will assist workpackageslsad making informed design decisions
and ensuring that the needs of end users are restooked. WP9 has responded to all
requests for information during year one and wolhitnue to do so as the project develops.

It is planned that the final revision of this docemhwill take place between months 22 and 26
of the project. The revision will take into accode¢dback from developers / WP leaders and
will address any information that was not contaimedd9.1. This process will include a
second round of visits being made to each of timecel partners (FBF, VUmc and Kl.) It
will allow the requirements team to benefit frome thnformation and questions that
developers gather during the analysis and prototypdf system components. Where
prototypes have been produced, they can be usedlitiate the requirements that have been
gathered thus far and provide useful feedback teldpers. This will further enrich the
requirements specification and finalise it.

Next Steps

Following the release of this document the nexjestia for system designers, developers and
workpackage leaders to analyse the requirementshthee been mapped to their particular
tasks. This should lead to a technical evaluatioth® designs that have been produced thus
far and how they address the essential requirentlesittfiave been identified. In doing this the
project should verify that important componentsehawt been overlooked. This process will
enrich Section 7 of this document and lead to aoeferifiable and measurable indicators
being finalised which show that development andvdedbles are in line with the project
scope and the description of dependencies betveme tindicators and project deliverables.
The project should use the requirements specifioaid measure and verify that the users’
requirements are being fully addressed. To this, énds recommended that a thorough
evaluation is made with respect to each technicekpackage at Month 24.
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APPENDIX A: VUMC Pipdlines and Capabilities
VUmc can contribute to neuGRID in three main ways:

1. As adata acquisition centre Over the years, the VU university medical centex hailt up

a wealth of images, including MRI, CT, PET and MHE&a, from a wide patient populations
including Alzheimer’s, other types of dementia, andltiple sclerosis. Supplemental data,
such as medical history, MMSE, EDSS, and CSF sagile, were also acquired. This data
may be available neuGRID depending on the patienfermed consent and other
considerations. The VUmc also participated as ajuiattion centre in the EADNI pilot
project.

2. As acore lab the Image Analysis Center (IAC) within the VUmcrioems core lab
functions for various clinical trials, including @lmaceutical trials. As part of its core lab
functions, the IAC co-ordinates and collects dabvafacquisition centres, quality controls the
collected data, and can fully anonimize (includilegacing) of the collected data.

3. As animage processing lab VUmc has an ongoing research line assessing mxisti
software for analysing MRI scans of the human bra#issessments include (1) which
software package is the best for performing a @algr segmentation or calculating a measure
or biomarker, (2) the reliability of the softwai@) whether the software works correctly on
data that was acquired under different circumstautizan it was original designed for, such as
different patients populations and/or other MRIws&tces. It also develops/test combinations
of existing software to perform extended measuregm&or example, VUmc recently
evaluated the “fluid” software (Dementia Researcaup of London) for atrophy measures of
the hippocampi instead of its routine use on thelerbrain.

A summary of the pipelines in use at VUmc. Whileytldo use other packages, (more detail
is provided below) FSL appears to be the primagy. to

Researcher’'s Comments:

The most important packages for in the near futufeSL are TBSS,
maybe FIRST (for segmentation) and FDT (other Ouiffstoo.

Building blocks that can be combined into pipeliiss is how we usually work!):
* Image intensity homogenisation e.g. MNI N3.
» Geometric corrections e.g. BIRN Gradient non-liitgatistortion correction.

* Registration:
* Linear e.g. FSL Flirt.

* Nonlinear e.g. DRG Fluid, FSL Fnirt.
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« VBM e.g. SPM.

DTl Tracing e.g. FSL FDT.

e Segmentation:

* Brain e.g. FSL BET.

* Grey/ white matter e.g. FSL FAST.

« fMRI analysis e.g. FSL Melodic, FSL FEAT.

e Brain volume measurements e.g. FSL Siena, FSL Xiena
* File format conversions.

* Image calculations (adding, subtracting, multipdyatc.)

* Morphological operations on images.

Examples of pipelines we currently use (identicalbplied for multiple subjects):

* Brain volume measurements :
* [needs fileconversions dicom/nifti]
e Bet
e Sienax + siena

* Non linear registration of brains :

* [needs fileconversions dicom/nifti/mgh/minc]
* Gradient distortion correction

* N3

* Bet

* Linear registration
e Fluid

* Non linear registration of hippocampi :

* [needs fileconversions dicom/nifti]

e [needs filconversions for manually drawn ROI files]
» Extraction of subimages within ROIs

e Fluid

*VBM
* [needs fileconversions dicom/nifti]

* Linear registration
* Nonlinear registration
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Segmentation (e.g. grey/white matter)
Voxelwise calculations w.r.t. template/atlas/averag
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APPENDIX B: K| Pipelines

Examples of pipelines in use at KI SMILE:

Volumetric pipeline 1:

PopbPRE

Data is moved into SMILE by

Downloading DICOM files from the internet

Making an import of DICOM images to the Hermes DI@Gerver (see below)
Sending data from the hospital's PACS system (patdatabase) to the Hermes
DICOM server

Hermes is a commercial system (see www.hermesniaxing with their own software
solutions and file format (InterFile). A DICOM senv forms the image database and
applications can be launched within the “GOLD” maili It is possible to develop lab-specific
programs (in C) and turn them into local Gold aqgtions.

5.
6.

9.

The MR-data is subjected to structural analysighwafollowing steps:
Preprocessing with in-house Hermes application Wwhiorients the brain and re-
slices it

7. Registering the brain using 9 parameters in Hemm&&modality application
8.

Performing brain extraction... (i.e. skull stripping)
Performing inhomogeneity correction..

10. Segmentating tissues..
11.Performing regional analysis...

12...

.all with the help of in-house Hermes applications.

Note that all systems are inside the hospitalswall. There is a special telerad connection
between different hospitals in the Stockholm ardsckvis used to transfer images between
the hospitals’ PACS systems.

Volumetric pipeline 2:

1.

akwn

©oNO

Images are continuously scanned and transferr@G®M format via SCP from the
camera (at another hospital) to an account in ax.machine at SMILE.

The images are imported into Hermes

Register the brain in Hermes in cubic voxels

Start the program cutout and zoom in to make thenlisigger

Make new mean slices in multimodality (Process->Atides) to average four slices
into one

Use (Process->View) to show nine averaged slicadiate

Print out the views (with nine slices on each page)

Export the images in DICOM format from Hermes tiirux machine

Use avwswapdim to change the axes (Hermes swapsaexend)

10 Use the freeware MRIcro to rescale the imagesdies&granularity”)
11.Run BET in MRIcro to extract the brain
12.Use MRIcro to show the brain surface in 3D and carapt with the slice printouts to

identify landmarks such as the frontal gyrus aredftbntal/orbital cortex
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13.Mark these landmarks by hand on the printout
14.Return to the Hermes system and use the in-hougkcaon Display MR from

scaled to perform greyscale normalization

15. Step through the slices and draw ROI:s (regiomtgfrest) on the various gyri
16. Collect the ROIl:s into a VOI (volume of interestidesave it
17.Run multimodality on both brain and VOI, using agmnalized protocol with initial

values

18.The VOI is displayed on the 3D image of the braheck for consistency.

INNOMED project (SMILE part):

o o

1. DICOM-data arrives on CD
2.
3. The data is sorted through using various perl &ctip see that all parameters (date of

The data is read into a Linux Ubuntu machine ussygc

birth etc) exist and that the images have been yanized. A cross-check that all
parameters are the same between visits is also.made

If everything is OK the data is uploaded to the DI archive database on the server
outside KI's firewall (otherwise the responsibleess contacted).

The data is converted to MINC format.

A manual QC is made on the MINC images in the detaplooking for among other
things homogeneity, coverage and artifacts suchirggng and movement. If the
images do not pass QC a rescan of the patienfieested.

The data is run through the CIVET pipeline, whickesi perl scripts developed at
McGill to do inhomogeneity correction, skull stripg etc.

After the processing is done, the server outsiddithwall contains images, processed
images and clinical data (also memory test restiisfor each scan.

At the moment we use the following programs spayingut have and will use them again:

FSL.
Brainvoyager.
Matlab.

AFNI.
E-prime.
Statistica.
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APPENDIX C: FBF Pipelines

PIPELINE
NAME

MODULES USED

PRIORITY NOTES

MORPHOMETR
Y (VBM)

http://www.fil.ion.ucl.ac.uk/spm/software/)

IMAGE MRIconverter (freeware: Low
CONVERTION | http://lcni.uoregon.edu/~jolinda/MRIConvery/
) / dem2nii (freeware:
http://www.sph.sc.edu/comd/rorden/mricrof/d
cmz2nii.html)./ MNI ad hoc functions
(mnc2dcm, dcm2mnc, ana2Zmnc, mnc2ana
minc2nii, nii2Zminc, ana2dcm, dcm2ana)
(GNU: http://packages.bic.mni.mcgill.ca/) /
FSL tools (fslchfiletype) (GNU:
http://www.fmrib.ox.ac.uk/fsl/).
PET-FDG SPM2 (Matlab) & home made scripts High
IMAGE (ppvspm.m; ppv_template.m; ppv_priors.m
PROCESSING |ppv_complete.m; ppv_TPC; ppv_defaults.m,
PIPELINE mask.m, normalize.m) (GNU:
http://www.fil.ion.ucl.ac.uk/spm/software/)
MRI IMAGE | SPM2 (Matlab) & home made scripts High Changing
PROCESSING | (ppvspm.m; ppv_template.m; ppv_priors.m from SPM2
PIPELINE ppv_complete.m; ppv_TPC; ppv_defaults.m, to SPMY
normalize.m) (DARTEL)
DARTEL SPM5 (Matlab) High
VOXEL BASED|SPM2 (Matlab) (GNU: High
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INDIPENDENT |FSL-MELODIC (GNU: Medium
COMPONENT | http://www.fmrib.ox.ac.uk/fsl/) / GIFT
ANALYSIS (Matlab) (GNU:http://icatb.sourceforge.net/
(ICA)
CORTICAL MRICro High
PATTERN (freeware:http://www.sph.sc.edu/comd/rorden
MATCHING /mricro.html), SPM99/SPM2/home made
(CPM) scripts (MatLab), DISPLAY 1.4.2 (freeware
http://packages.bic.mni.mcgill.ca/), MNI
functions (mni2ana, register, classify,
anaz2mnc, myana2mnc, crop_mnc,
crop_back.sh, mincmask, mincresemple)
(GNU: http://packages.bic.mni.mcgill.ca/),
BrainSuite (freeware:
http://brainsuite.usc.edu/), LONI analysis
tools (Dual_warpe_warpcurve,
Decoder_blend_all, mk_seg16bit, mk_gray
add_gray to_inflated LEFT1,
add_gray_to_inflated_RIGHT1,
pmap_apeVSctrl) (Private-Licence)
WMHSs Quanta 6.1 & other IDeALab Tools Medium
MAPPING (svcleanup, 1.2.chg_parityFL,
(WHITE chg_nameFL_ima, ima2img, chg_data-
MAPPING matchParity, LinCoreg3, wmt_replace, sv)

HYPERINTENSI
TIES)

(GNU & Private PV-WAVE Licence:

http://neuroscience.ucdavis.edu/idealab/softw

are/index.php), BET function (freeware:
http://www.fmrib.ox.ac.uk/fsl/bet2/index.htm

)

DTI FMRIB's Diffusion Toolbox - FDT v2.0 High
(TRACTOGRAP | (FSL), MRIconverter

HY AND

DIFFUSION

TENSOR)

RADIAL MRICro, SPM2 & home made scripts High
ATROPHY (MatLab), Dx (freeware:

MAPPING http://www.opendx.org/download.html),

(RAM) Seg3D, MNI functions (mni2ana, register,

classify, ana2mnc), LONI analysis tools
(make_UVL_*; 1st_script_tracer_avg_DIAC
2nd_script_core_test_L_DIAG;
2nd_script_core_test R_DIAG;
Pmap_DistCore_DIAG) (Private-Licence)

\" K4
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HIPPOCAMPUS
VOLUME

MNI functions (dcm2mnc, preproc,
mincresample, mincinfo, mincreshape,
autocrop, volume_extraction, manualfit,
linfit), REGISTER 1.3.6 (GNU:
http://packages.bic.mni.mcgill.ca/), DISPLA
1.4.2 (GNU:

Medium

Y

http://packages.bic.mni.mcgill.ca/), SPSS 12.0

(Private Licence).

TOTAL
INTRACRANIA
L VOLUME
(TIV)

MNI functions (dcm2mnc; autocrop;
mincinfo; mincreshape; mincresample),
DISPLAY 1.4.2.

Low
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